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A B S T R A C T

Context as a concept is now regaining prominence in many dis-
ciplines as it is put to work in more diverse domains from anthro-
pology through to linguistics and artificial intelligence (Hasan,
1999). Without a strong contribution from context, the description
of semantic behaviour is not enough for the solution of real world
problems to which we bring our models. Most recently, this area
of research has been given a new urgency by the pressure of
computer science and the model building that is required in
this area. While it has typically been conceded that context is
fundamental to meaning, it had been, and in some quarters still
is, considered too amorphous for scientific investigation. Indeed,
unless the bounds of context are very carefully defined, there
is certainly a risk that it becomes a description of everything
(see for example Cook 1990). Within linguistics this concern has
often been addressed by reducing the concept of context to the
micro scale of the surrounding words or sounds (what we might
call co-text). The obverse of this is the Ethnographic approaches,
including Hymes (1962) and later Duranti (1992) and others, who
have conceptualized context as the framework of arrangements
that pertain to the understanding of the whole communicative
event. The formalization of a level of context as part of a poly-
systemic representation of language has long been emphasized
in the work of systemic functional linguists, especially Halliday
and Hasan (e.g. 1985). Their approach can be traced back to J.R.
Firth’s early collaborations with the anthropologist Malinowski
(Butt and Wegener, 2008 but also Butt, 2001). These linguists have
worked to systematize the concept, and provide a comprehensive
account of the relations of context and text (Hasan, 1999).

Because systemic functional linguistics has tended to incorpor-
ate context as a stratum within the theory and shows a prolifera-
tion of different models of context such as those of Hasan (1999)
and Butt (1999/2004), this approach makes an ideal setting to
test the movement of a concept from theory to model and applic-
ation. The central concern of this thesis is a consideration of the
changes that occur when we move from theoretical description
to modelling and on to application for real world problems. In
so doing I consider briefly some of the historical antecedents of
the systemic functional approach to context, the representation
in theory of the concept of context as well as some of the central
concerns that need to be addressed by any model of context.
Hasan’s (1999) model of context as it has been adapted by Butt
(1999/2004) is then applied in an emergency care environment
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and consideration is given to some of the challenges that this
presents. These challenges show new directions for models of
context and ultimately for the theorisation of the concept.
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1
I N T R O D U C T I O N

“Discourses are not produced in a vacuum, but in con-
texts which both shape and are shaped by the ongoing
interaction.” Butler, C. (2003:486)

1.1 the problem of context: an introduction

Text 1

Beth: Mum, I’ll be home by about 8pm
Elaine: I presume you’ll want food
Beth: Yeah, I’m gonna call in and see Sally though..

I’m gonna go there about six tonight
Elaine: how come he’s coming out tonight
Beth: aaw I don’t know well he might not.. but um

I’ve got just end up I mean I don’t care no
um he’ll just whinge and go ‘aw the traffic’
like that but.. but I’ve got to call in and
see the others anyway.

Elaine: aw right
Beth: because well Megan wants me to read her thesis

and it’s Sally’s birthday, well it was her
birthday on Friday, but she’s having a barbeque
and I thought I’ve got to pick up her thesis so

Elaine: you don’t really have the time to read it now
do you?

Beth: aw yeah
Elaine: What’s her thesis on?
Beth: learning
Elaine: What do you mean?
Beth: it’s on music and film like]
Elaine: [sorry what was the first part
Beth: it’s on cued response in music]
Elaine: [aw right]
Beth: [in film]
Elaine: [get dressed!

As outsiders confronted with this text, we are perhaps initially
struck by its individuality. It may seem strange, lacking cohesion
and, at times, even logic. Indeed the strangeness of the text
and the potential for misunderstanding highlight the very real
importance of context to meaning making. Given time, most
readers will identify threads of familiarity, threads which allow

1



2 introduction

the casual observer to identify what it is that is going on here.
These threads will weave together questions like, what activity is
taking place here? who are the participants involved, and how
are they connected to each other? what environment or setting
are they in? and for what purposes are they using language?
Through asking questions such as these we are able to habituate
to our environment, to predict what is likely to occur next and
what behaviour this is likely to require from ourselves and those
around us, both human and non-human. It is understanding
the importance of these questions and the ways in which they
interact that is central to the concept of context.

Context has probably always been recognised as essential to
meaning, since, at least at some level, theorists have needed to
incorporate the idea that meaning must depend on context, even
if that is only at the level of the surrounding sounds, words,
sentences. Just as the discourse that linguists study does not take
place in a vacuum, neither do the theories that are developed for
the purposes of studying this discourse. Theories have their own
context: they do not exist independently of the physical, social or
mental environment in which they were developed. Firth (1957)
characterised language categories as language turned back on
itself, and in the same way, in this dissertation, context is turned
back on itself. Context is used to reflect on the nature of context
as a concept.

Context in this instance refers to social approaches to con-
text rather than biological or formal cognitive approaches. So,
although recognising the greater breadth of context research that
may be available, discussion in this dissertation is limited to those
approaches which take a social perspective on the modelling of
context, and focus is given to one particular social approach, that
of Systemic Functional Linguistics (hereafter SFL).

The focus on SFL has a number of motivations. Firstly, it is
necessary to select a a theory in which context has some prom-
inence and importance. For further discussion on variation in
theoretical approaches to language see chapters 2 and 3. Secondly
and importantly, working within SFL does not mean that there is
agreement over the modelling of context, as is noted by van Dijk
(in press). This variability is important for consideration of the
ways in which different models can be perfectly consistent with
an overarching theory. Perhaps due to its underlying philosophy
(see Part I: chapters 2 & 3 below), SFL has always provided an
integrated theory of language and context through the incorpora-
tion of context as a stratum in the theory of language. Finally, SFL
provides a strong focus on the application of theory and model to
everyday situations that demands of the theory an ongoing con-
nection with its users. Despite this holistic account of language,
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context as a stratum has remained relatively under-elaborated
and, it might be argued, as a result, under-utilised.

The relation between theories and their users is not a direct one.
Applications of a theory are not always obvious and to appreciate
the importance of this it is only necessary to consider the varied
criticism that is so frequently levelled at theorists and theories.
Typically end users of a theory do not come into direct contact
with the theory. Rather, they are likely to come into contact with
a model derived from the theory or meta-data in the form of
output from the model. This indirect relation makes the process
of modelling crucially important, since it is the way in which the
theory is put to work.

For the purpose of drawing out the issues involved in model-
ling context, within this thesis I have used one existing model
of context within SFL and applied it in a medical environment.
Specifically, Hasan’s context networks (Hasan, 1999) and their
further elaboration by Butt (Butt, 2000) are used to describe the
Medical Emergency Team (MET) environment (see Part III chap-
ter 5 for a further elaboration of the MET environment). This
environment, and those discussed in chapter 6, prove (or test) the
model of context through their complexity1, providing valuable
feedback about the strengths and weaknesses of the contextual
model.

This process of testing a model should not only be valuable
for theoretical development it should also provide something of
value to the environment in which it is put to work. By recording
the parameters of context that are crucial for meaning making, a
better understanding of what constitutes contextually effective
communication can be reached. This can then be fed back into
the theory to enrich the theory and back into the environment to
improve that environment (see chapter 6 for more discussion of
this process).

1.2 context defined

We have begun here without considering what context ’means’.
The simple answer, though it might appear gratuitous, is that
it means a different thing to different people at different times
(Bruce, 1956). This is not as unhelpful or relativistic as it sounds.
As Schiffrin (1994:362) argues,

“context is more difficult to define than text. Contex-
tual information is always information that is identi-
fied in relation to something else that is the primary
focus of our attention. This means that it is impossible

1 Complexity here is distinct from Hasan’s (1999) usage of the term to refer to
texts with more than one context although as is discussed in chapter 5, these
situations do in fact contain more than one context.
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to talk about context in a vacuum: context cannot
exist unless we are thinking of "something else" (e.g.
an image, a smell, a sound, a word, an utterance, a
sequence of utterances) that is located relative to it.
The identity of that "something else" (and what kind
of sense we are trying to make of it) influences our
decisions about what counts as context and about
what "parts of" context we find important.”

Indeed, one issue that is discussed in this dissertation (see chapter
6 in particular), is that what is required from a model of context
varies greatly depending on the task to which it is put. This
diversity only adds to the difficulty in defining context beyond a
mere ’it depends’.

The meaning and uses of context does depend very much upon
the focal point of the research. If research is focused upon lexical
items, context is treated as co-text; this is because context here
appears as the immediate surrounds of the item. The broader
the unit of analysis, the further out context is located, until in
discourse analysis it becomes, for some, the social structure and
system of society, often expressed in the term ideology (although
see chapter 3 for further discussion of this point).

1.3 context in use

One way of understanding context as part of theory is to consider
the way that context is used by us in our day-to-day interactions
and the ways in which we put the lexical item to work for in-
teractive purposes. Resources for understanding lexis include:
dictionaries, thesauri and corpora. Where dictionaries are an in-
dication of the canonized denotational meaning; thesauri show
the relationship between other words in the same lexical set; and
corpora show how words are used in actual discourse.

1.3.1 Dictionary definitions

Dictionaries are a repository for lexical items that are in varied
use by a community. They represent the agreed denotational
meanings for lexical items. Context is defined as “1. the parts
of a discourse or writing which precede or follow, and which
are directly connected with a given passage or word. 2. the cir-
cumstances or facts that surround a particular situation or event.”
Macquarie Dictionary 2

nd Edition. Here already appears a di-
versity of meaning that is reflected in the academic literature. The
Australian Oxford adds to this the further quality of “throwing
light on its meaning”. So context is that which helps determine
meaning. This includes the surrounding text and the surround-
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ing circumstances whatever they may be. What is central to all
these denotative meanings is the crucial role that context plays in
deriving meaning.

1.3.2 Thesaurus Entries

Like dictionaries thesauri are based around the lexical item, but
they generally involve a lexical set so that the associated mean-
ings of an item are available. Although context does not have
its own entry in Roget’s thesaurus, it is associated with the de-
termination of meaning and the description of the sphere of
experience. It gives the following entries: ‘516. meaning: idea to
be conveyed, thing signified, purport, drift, tenor, implication
from the context. 591. composition: print, letterpress, text, matter,
standing type, context, note, page, column, over-run.’ A callous
computer thesaurus, really just a set of synonyms, throws up
the following list of items for context: Background, circumstance,
situation, framework, milieu, perspective and environment. Des-
pite the clear limitations of this, it does give an indication of the
types of concerns that are central to context and the use based
understanding that we bring as researchers to our models of
context.

1.3.3 Corpus Entries

Corpora are resources for examining language in use, and cita-
tions from corpora which include context in some way are presen-
ted here.
MICASE: (158 hits from all categories (spoken academic)) “in this
context”; “in the context of x”; “the x context”
BNC: (8,482 hits from all categories (mixed general)) “give me a
context”

There are several cases where context is seen to be intimately
involved in mediating meaning especially in relation to written or
spoken words or phrases, but not communication in general. The
predominant use of context is as nominal group in a prepositional
phrase or with an embedded prepositional phrase. In terms of
representation, it is almost always involved in circumstances
denoting spatial or temporal location though it tends not to be
found in all the sub-categorisations of these.

Although this point is not explored further, it would seem that
context is closely associated with circumstantial elements and
this is perhaps one of the more obvious ways in which context
is seen at the lexicogrammatical level, though clearly the impact
is distributed and not just in circumstantial elements. The im-
portance of circumstantial elements for conveying context can
be seen in the apparent decline in the need for circumstantial
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elements in conversations between those in close, high density,
social networks and the build-up of circumstantial elements in
conversations between those involved in the opposite kinds of so-
cial networks. This pattern is especially apparent in written work,
though it is also often necessary for complex spoken discourse to
make context explicit.

If we are to go by the lexical item itself, context is literally just
that – con-text – or what accompanies or surrounds the text. What
remains to be defined then is the meaning of text, or rather text
and its relation to culture. This issue will be further elaborated
in chapter 2 and 3 where we will consider the question: “what
exactly do we mean by text and around text?”

1.3.4 Context in academic use

In a paper introducing a special edition on context in The Journal
of Pragmatics, Akman and Bazzanella (2003: 321) state that “as
with other widely used notions that are commonly referred to in
everyday activities without much hesitation, context is difficult
to analyze scientifically”. Perhaps this says as much about the
nature of scientific investigation as it does about the nature of
context, but it does reveal a common problem that has faced the
history of the concept of context. Context has been the repository
of patterning that could not be addressed by existing theories.
Yet, whether it be lexical meaning or the understanding of social
process, context is crucial.

Despite the obvious necessity of context to the solution of many
problems, particularly those surrounding meaning, context has,
at least in the past, had the tendency of becoming sidelined in
the main press of theoretical research. The centrality of context is
what makes it appear so obvious and mundane. As such it has
become an addition because it is necessary, but under theorised
because it is obvious.

For concepts that appear obvious to be ignored is not at all
uncommon. Hasan (1999) begins her paper on context by quoting
Wittgenstein, who points out that

“the aspects of things that are most important for us
are hidden because of their simplicity and familiarity.
(One is unable to notice something – because it is
always before one’s eyes.)...We fail to be struck by
what, once seen, is most striking and most powerful”
(1953:50).

This is certainly the case for context, and it is reflected in our
difficulty in defining context. As Kress notes in a passing com-
ment, the obviousness of the matter stops it from being seen as a
problem (1985:5).
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Context as a concept has been made to do relatively little theor-
etical work within linguistics, despite the semantic consequences
of any change in the socio-material conditions in which speech
takes place. As the responsibility for explaining patterning at
the lower levels of language is pushed out towards context, the
need for an elaborated theory of context (i.e. one that predicts
from setting to meaning and from meaning back up to settings,
at least within specifiable registers) becomes more pressing. The
present state of theory is such that individual projects, facing the
need to explain events in their data, tend to produce an account
of context that is instantial or ‘context’ specific, and which is
informal or discursive rather than parametric.

Definitions of context are diverse and variable so it is necessary
to outline how the term will be understood in the current work.
Within this dissertation, context will be understood as intimately
connected to text. After all, context itself “serves as a reminder
that these [context and text] are aspects of the same process”
(Halliday and Hasan, 1985). Context is “the total environment in
which a text unfolds”, including the material and semiotic, both
verbal and non-verbal, aspects of that environment (Halliday
and Hasan, 1985). As we saw at the start of this chapter, it takes
more than a collection or organisation of lexical items for a text
to make sense. It is necessary to have some further information
about the environment of that text. Context can be expressed as
everything that may be necessary for a text to make sense or the
way that a connection is made with the culture. It is the seam
between the social or cultural fabric and the fabric of language.
A text is understandable or recognisable as a text because of this
connection.

To illustrate this point, let us return to the text at the beginning
of this chapter. How do we know what it is that is going on here?
We might begin by considering what the participants are doing.
It appears from the text that the primary activity at this point is
talk; talk about visiting friends, getting lifts, getting food, and
theses, however, there are several indications that this might not
be the only activity taking place. The text ends with a directive
from Elaine for Beth to “get dressed”. This suggests that there
might be other activities going on as well that supersede the
talk about theses, visits and lifts home. This is further reinforced
by the fact that Elaine at one point requests that Beth repeat a
section of the discourse, saying “sorry what was the first part”,
suggesting that her entire focus may not be on the talk at hand,
but rather some other activity. If we consider the directive to
“get dressed” it would appear that this other activity might have
something to do with getting ready and possibly in the morning
since it involves getting dressed. Thus, the short term goal of the
activity might be to get away in the morning.
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A longer term goal might be to plan the rest of the day and an
even longer term goal, given the discussion of Beth’s apparent
interests, might be the maintenance of close social relations. Of
course we can’t be sure, but combined with the opening line “I’ll
be home by about 8pm” we can assume that the discourse takes
place some time at the start of the day. So, we might expect that
the other activity is something to do with food preparation or
some other activity to do with getting ready in the morning. In
fact, Elaine is preparing lunches and Beth is eating breakfast, so
this talk takes place in the kitchen, though we can not establish
this from the text alone. The aspects of the context outlined above
are referred to within SFL as the Field (Halliday and Hasan,
1985). The field of discourse refers to “the nature of social activity
relevant to speaking” (Hasan, 1999:232).

The field of discourse also tells us something about the par-
ticipants. The fact that Beth refers to her friend’s thesis tells us
that she is university educated, and thus at least in her 20’s. We
can not be sure that Beth is female apart from the transcriber’s
choice of name, but it is suggested from the text that she is fe-
male. The relationship between Beth and Elaine is established
at the start of the text when Beth refers to Elaine as “Mum”.
Thus, the agentive relation is mother to daughter, with the social
relation being familial and asymmetrical in terms of power. The
role asymmetry here is modified by the relative ages and level of
education of the participants. Certainly, when Beth is discussing
the topic of her friend’s thesis she is in control since her mother
has no knowledge of the topic, however, we see that the primary
context reasserts the familial power relations with Elaine giving
Beth an order to go and “get dressed”. Thus, the role asymmetry
is only partially field dependant.

The social distance between Beth and Elaine is minimal, they
are after all mother and daughter, and this is reflected in their dis-
course. Their language is that of people who share many contexts
in common and have a long discourse history. For example, the
outsider might wonder at the fact that Elaine’s response to Beth’s
statement that she is going to her friend’s house is “How come
he’s coming out tonight?”. This does not flow logically from the
discourse presented. It is the leap in logic that close network
members make. What is involved in this leap is as follows: Beth
would normally get a lift home with her mother, if she is going
to her friend’s that means she isn’t getting a lift with her mother,
which means she is getting a lift with her boyfriend on a night
when he doesn’t typically visit, hence Elaine’s question. This
complex reasoning reflects the nature of the relationship between
the two participants and their long history in common. These
aspects of context are referred to in SFL as the Tenor of discourse.
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The tenor of discourse refers to the “nature of social relations
relevant to speaking” (Hasan, 1999:232).

We might also be interested in the role of language in this en-
vironment. Parts of this text are context independent. This textual
independence has two aspects to it, namely, that the text might
occur anywhere and it is abstract. Both these aspects mean that
the text is, to a large degree, not grounded in the physical envir-
onment or what Hasan (1999) refers to as the material situational
setting. This lack of grounding in the material situational setting
makes it difficult to decide what role language plays. It is hard to
decide whether or not language is the activity or is helping along
another activity. Certainly, without the last line, “get dressed”,
it would be hard to establish that any other activity is in fact
taking place. Obviously from the disjointed grammar, repairs
and restarts this is spoken discourse, but the conversation might
very easily be taking place in the car, on the phone or anywhere
else. The features of context discussed here are what is generally
referred to as Mode. Mode relates to “the nature of contact for
the conduct of speaking” (Hasan, 1999:232).

Typically we find that the material situational setting dominates
in determining what the primary activity of a context is, but this is
largely a matter of boundaries. As is often the case with research,
the text presented here has been cropped from a much longer
recording of the family, and if I had cropped the text to exclude
the final line we would not be able to determine key aspects of the
field, tenor or mode and our analysis of the context would have
looked a little different. This raises the issue of boundaries, or
what we consider as our unit of analysis. The formal elaboration
of field, tenor and mode along with issues in a contextual theory
of language and modelling context will be discussed in chapters
3 and 4.

1.4 the outline of the thesis

Since the 1970’s, we have seen a resurgence of pragmatics in
linguistics, and a general turn to more functional perspectives
in interdisciplinary areas, such as anthropology, artificial intel-
ligence and cognitive science. This has meant that the notion
of context has regained much of the prominence it had in early
developments within Anthropology. This is a prominence that it
has not been automatically granted in Linguistics. Its growing
prominence might be seen as a reaction to the “starkly narrow per-
spective” presented by Chomskyan linguistics (Levinson, 1983).
Part of the drive for a theory of context, as was the case in the
past, is the need for some resolution for the problems that arise
in the field. Thus, for example, researchers modeling in artifi-
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cial intelligence realise that scripts and frames for situations are
necessary in delimiting what is important in any given situation.

Context has generally been considered too amorphous and
intractable for scientific investigation, perhaps just one more
area too large to treat systematically. Bloomfield (1933: chapter
9) claimed it was impossible to study semantics scientifically
because one would need to include everything. More recently,
Cook (1990) describes the study of context as having the potential
to become a case of “transcribing infinity”.

Despite public statements about the difficulty of studying social
context and its bearing on language, most practitioners have had
to conduct their work with some notion of a theory or quasi-
theory of context. Whether it was merely an informal setting of
the context in which language occurred, or the assumption that
certain features of the cultural knowledge had to be transferred
for people to understand what was going on in a text or why a
text was special, a level of context is inescapable in a working
environment.

Formalisation of a level of context has long been emphasised in
the work of systemic functional linguists. Some of the early 1980’s
work on generic structure included conceptualising the process
of interaction as a generic structure with a syntagm and paradig-
matic choices analogous with the systemic representation of the
grammar, which goes back at least to Hasan (1978). For work on
formalising context see for example Halliday and Hasan, 1985;
Hasan, 1999; Martin, 1992; Butt, 2000. But context has been and
continues to be important to many disciplines and in particular,
traditions of anthropology in America sought to integrate context
into theories of culture. In linguistics, predominantly pragmatics,
the study of groups and personality has used context (see the
work of Hymes (1962), and more recently that of Duranti (e.g.
1996)). However, anyone who has attempted to work with context
will be well aware of the fact that context is a complex unit of
analysis, and as such may be difficult to put on display at the
theoretical level, difficult to work with in the field and difficult to
report on during analysis.

The first part of this thesis theorises context by setting out from
the historical genesis of a systematic approach to context and fol-
lowing the development of concepts from the early 20

th century
through to the realisations that we are now seeing emerge in a
number of disciplines. focus is given especially in the network
concepts of systemic functional linguistics. These combine Firth’s
earlier enthusiasm for Malinowski’s ideas with both Firth and
Halliday’s attempts to see meaning making poly-systemically -
as the convergence of outputs from various systems - thereby dis-
playing the possible combinations which produce the variability
and the meaning potential.
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Conceptualising problems of context in terms of variation and
complexity has definite benefits and more recent conceptions
of scientific problems in terms of variability and manageable
complexity have enhanced the opportunities and audience for
theories of context in that such approaches set out the parameters
which most bear upon the meaning making in a given situation.
The new wave of modelling complexity and variable systems
is in many ways a return to systems thinking, but with a new
emphasis on variability in a dynamic system. This emphasis on
the dimensions of change and the simultaneity of change within
the system can be modelled as statistical probabilities. Tools for
managing complexity have made research into social issues more
plausible and diminished the problems of amorphousness and
complexity.

Clear description of an environment and identification of fac-
tors impacting on this environment can allow practitioners to
be better prepared for the variability of their everyday work.
Because of the predictive nature of systems, it can also help in
the development of simple routines for anticipating problems
created by changes. Despite the complexity, this provides a better
way of achieving what is needed in an environment and possibly
even revisiting the notion of the system in a richer, less formal
that is much more oriented to practical problem solving.

Representation occurs at many levels. Not only do we get
representation at the theoretical level, but also at the level of
application and presentation. The demands of practitioners at
each of these levels are quite distinct and lead inevitably to many
different models of representations. These necessarily change
again when put to work, such that practical applications feed
back into the theoretical decisions and should produce an im-
proved account of the contrasts relevant to semantic differences.
This resembles the process that a mathematical expression goes
through when it becomes an executable expression.

The second part of the thesis is a study of modelling context.
Consideration is given to ways in which complex social systems
can be mapped or modelled. One of the problems of capturing
context is the high degree of complexity that is involved. The
second part of the thesis will attempt to cover some of the is-
sues involved in modelling context and some of the difference
approaches that have been taken within SFL.

The third part of this thesis applies a model of context. It
demonstrates the process of variable representation, where a sys-
temic functional model of context is put to work in the domain of
emergency care for the purpose of understanding communication
within the hospital environment. This shows how the analysis of
context as it is construed in systemic functional linguistics can
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be used to better understand social interaction and inform social
policy.

It would be ultimately unhelpful to assume that because there
is complexity in an environment there can be no predictive po-
tential. Those who work within complex environments such as
hospitals manage the complexity every day and are well aware
of the difficulties that this involves; however, they are also aware
of the patterns that are present in behaviour and that these are
not random or disorganised however difficult they may be. In-
deed it may be that the key to successful work in this area is a
clear understanding of the ongoing patterns of behaviour and an
ability to act on this knowledge. Certainly, an essential condition
for improving the system is enabling practitioners to pass this
implicit knowledge on to others within care driven work and
ultimately on to those in management and policy development.

If we consider a social environment such as a hospital, we
know that people bring their lay knowledge of context to bear in
negotiating social interaction in difficult domains such as those
of care and other situations that involve conflict and negotiation.
If benefits in education, policy and practice are to be reaped, then
the lay knowledge of context, that people already use, needs to
be conceptualised and managed through better-defined registers
that will provide an explicit language and allow people to gen-
eralise across situations rather than consider every instance as
novel.

What is provided in part three of this dissertation is a test case
for the network driven representation of context, it is the model
played out in social reality. The test case makes use of data from
joint research between the The Simpson Centre for Emergency
Care Research based at Liverpool Hospital and the Centre for
Language in Social Life at Macquarie University. This research
aims to assist in better understanding the Medical Emergency
Team environment for the purposes of defining roles and respons-
ibilities and enhancing the work environment for patients and
staff.

1.5 the medical environment

Medical environments in general demonstrate the importance of
understanding context. Because they are typically, complex, high
pressure, safety critical environments, small changes can have a
big effect. This thesis focuses in particular on aspects of the acute
care environment. Within the acute care environment, focus is
given to Medical Emergency Teams.

Medical Emergency Teams (MET) are one example of Rapid
Response Systems (RRS). Developed in Australia in the mid
1990’s by Hillman, then director of The Simpson Centre, the MET
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system is designed to anticipate and prevent serious adverse
events for patients hospitals rather than provide a rapid response
when patients have already suffered a serious adverse event.

While many RRSs such as crash teams, cardiac arrest teams, or
special intervention resuscitation teams are activated only once
a serious adverse event, e.g. cardiovascular failure, has already
occurred, the MET system aims at prediction. It is the goal of MET
systems to “identify, review and treat at-risk patients during the
early phases of deterioration” (Jones, Egi, Bellomo & Goldsmith,
2007).

The MET system was developed in the Simpson Centre in
1995 and first implemented in Liverpool Hospital, a large tertiary
hospital in Sydney’s South West Area Health Service. Individual
hospital trials have proved beneficial with many producing dra-
matic results (see for example Jones, Egi, Bellomo & Goldsmith
2007 or Bellomo 2006). Uptake of the system was quite rapid
and use of the MET system is now widespread, with more than
2,600 hospitals in the USA alone initiating such systems. Despite
this positive response, many large scale tests of the MET show
mixed results. Reasons for this discrepancy between individual
and large scale trialling are diverse.

Because of its fundamentally predictive nature, broadscale
testing of the MET system is complex and funding is not oriented
towards trialling of human-technical systems or hospital systems
in general in the same way that it is for drug trials2. The MERIT
study (see Chen, Flabouris, Bellomo, Hillman and Finfer (2008)
and Cretikos, Chen, Hillman, Bellomo, Finfer and Flabouris (2007)
for discussion of the MERIT results), considered by many to be a
gold standard in systems testing, found no significant difference
in deaths due to the introduction of MET systems. This may be
due to a number of related factors.

Firstly, “hospitals are ‘chaotic’ systems, and may be impervious
to analysis using linear methodology” (Kerridge, 2000), meaning
that those methodologies typically respected within the medical
domain are not particularly useful for systems testing. More qual-
itative or mixed method approaches are more likely to produce
better results.

Secondly, interpretation of the results might be clouded by
typical expectations from such studies. The MERIT study did in
fact produce some very interesting results and results that are not
negative for METs. The study revealed a 30% fall in unexpected
deaths in both the test and control group hospitals, suggesting,
amongst other things, that a sustained focus on death reduction
can produce positive results in reducing deaths in hospitals. The

2 Indeed the testing or research into human-technical systems is underfunded in
most environments partly because such systems present a significant challenge
for testing and research more generally.
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operation and structure of the METs themselves, rather than their
overall effectiveness, emerged as the real focus. Human-technical
systems are rarely the focus of studies in hospital environments
and furthermore represent a difficult focus for analysis even in a
non-safety critical environment.

The MERIT study revealed that METs were not called as fre-
quently as physiological triggers might warrant. This has two
aspects to it. Firstly, the identification of at-risk patients and
secondly, the notification of the MET. In response to concerns
over monitoring techniques leading to poor identification of at-
risk patients, some hospitals introduced a digital physiological
monitoring system. These systems provide constant monitoring
and a threshold triggered notification thus reducing the reliance
on humans for monitoring.

Interestingly, Cuthbertson and Smith, (2007) suggest that the
digital physiological monitoring system does not lead to better
notifications, rather it leads to an increase in the frequency of
MET calls with a corresponding increase in the number of false
calls (but see also Duckitt, Buxton-Thomas, Walker, et al. (2007)
and a response by Morgan and Wright, (2007)). This stretches staff
beyond capacity and in fact some cases that should have been
notified went unreported. This difficulty in reporting suggests
that it is not physiological symptoms alone that predict patient
decline, but rather a complex ensemble of nursing familiarity with
a patient’s baseline status, subtle social and emotional indicators
and physiological indicators together that indicate a need for
MET intervention.

Improving monitoring and notification then requires

“empowering the nurse to say, when the patient has
these criteria, that means that they’re seriously ill,
that means that there’s a very high chance of them
deteriorating and having a cardiac arrest or dying”
(Hillman, 2005).

Empowerment of this nature requires a much clearer picture
of the MET including the roles and responsibilities involved in
the MET system and the relationship of the MET to the wider
ward and hospital environment. For a complex system to operate
effectively, that complex system must be understood in context
and this means understanding the people involved in the system,
their roles, responsibilities and the types of activities that take
place within that system. It also includes forming an understand-
ing of communication within the system as well as building up a
picture of how such processes typically unfold and how novices
learn these processes.
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1.5.1 The present study

The study examined in this thesis was part of a wider study
conducted by the Simpson Centre into MET systems. The wider
study and the one examined in this thesis took a mixed methods
approach to the study of MET systems and focused on under-
standing the functioning of MET in the hospital. Part of this was
a close study of the roles and responsibilities of ward staff and
MET staff during a MET call.

Because a MET system is a predictive early response system
that aims to “...identify, review and treat at-risk patients dur-
ing the early phase of deterioration” (Jones, Egi, Bellomo and
Goldsmith, 2007), a MET call is made when there is

“an acute dissociation between the resources avail-
able and the patient’s condition, which is perceived
by the carer to place the patient at risk of a serious
adverse event” (Devita MA, Bellomo R, Hillman K, et
al., 2006).

Because MET were the focus of the study, the decision was made
by the primary researchers to define the boundaries of a call as
existing from the point of response to the point of departure.
Thus the structure of the study shows evidence of taking a MET
perspective on a call rather than a ward perspective on a MET call
and the perspectival orientation is reflected in the data collected
3.

1.5.2 The data

While it is not the central focus, the data discussed in this thesis
is high definition video recordings of MET calls from hospitals
within Sydney’s south west area health service. This data was
combined with loosely structured peer to peer interviews which
were recorded and transcribed. This was further combined with
metadata analysing the consensus building process which took
place during the interviews to define the structure of a MET
call, its typical unfolding and the likely roles and responsibilities.
Together this forms a particularly valuable data set since it has
been fully documented at each stage, with multiple perspectives
on an event being recorded and participants’ cognition on the
event structure also recorded. This provides a very rich data
set, and one that is unusual in its depth and breadth for both
medicine and linguistics. Further details of the data collection
process and the data itself are discussed in chapter 5 of the thesis.

3 For further discussion of MET research and the potential risks and benefits see
DeVita, M., Hillman, K. and Bellomo, R. (2006)
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1.5.3 Significance of the MET system research for hospital environ-
ments

Distinguishing it from existing research into MET systems, this
study took a mixed methods approach in an attempt to uncover
aspects of MET systems not readily accessible with traditional
linear research methods. While acceptance for non-traditional
research methods in medicine is still quite low, the use of qual-
itative and quantitative methods in combination may see better
acceptance rates.

The study also drew on professional expertise, making the
research subjects an integral part of the study. By doing this, the
study reduced the impact of observation of the subjects. Because
they became a core part of the project and were given a strong
voice, the subjects became invested in the success of the project.
This was enhanced by the use of peer researchers. Specialist
ICU and emergency care nurses were used in the video and
interview process to reduce the impact of the study on the work
environment.

At this stage, little or no research has explored the performance
of Critical Care nurses who staff itinerant MET teams. This study
provided a detailed exploration of the roles and responsibilities
of ICU nurses who staff MET teams in acute hospitals in Sydney,
Australia based on the visual and inferential meaning of observed
clinical practice.

1.5.4 A Map

The structure and organisation of a piece of writing does not
always follow the method of investigation such that though the
process of investigation may be cyclical in nature the form of
presentation must necessarily be linear, and as such does not
represent the method of investigation, but the presentation of an
ultimate argument or idea. Marx suggests that

“the method of presentation must differ in form from
that of inquiry. The latter has to appropriate the mater-
ial in detail, to analyse its different forms of develop-
ment and to track down their inner connection. Only
after this work has been done can the real movement
be appropriately presented” (1867/1976(tran)).

In this dissertation, while the method of investigation is always
in connection and reconnection with the data in a recursive
fashion, the presentation does not necessarily reflect this, the fact
that this is the case should perhaps tell us something about the
nature of language. It represents a study of the process by which
a theory becomes a tool for daily use.
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This work is divided into 3 distinct, but nevertheless, interre-
lated parts: Part 1, a history of context and a contextual theory
of language; Part 2, modelling context; and Part 3, application of
one context model. These parts are intimately related, and have
been labelled as separate parts only to foreground the movement
from theory to model and application. These parts, comprising
chapters 2-6 are held together by an introduction and conclusion
which set up (this chapter) and bring together (chapter 7) the
central parts (Part 1, 2 and 3) of the dissertation. The data which
is discussed in this thesis generally lies outside the thesis. It has
been drawn from various projects associated with the Centre for
Language in Social Life within the department of Linguistics at
Macquarie University. Each of these projects from which data has
been drawn has its own goals and reasons for needing a contex-
tual description of its environment. While these are interesting
and are discussed where relevant to understanding the move-
ment from theory to application, they are not the central concern
of this thesis. The data from these projects is used illustratively
throughout the thesis, and, as such, is drawn into all parts of the
thesis.

The selection of this particular structure was a motivated one.
This thesis is an examination of the process of transforming the-
ory into a working model, and the structure is a representation
of this process. The primary concern is the concept of context.
So, although the thesis draws on data from various environ-
ments, none of these environments themselves are the central
concern of the thesis. A three-part structure allows for the ex-
amination of the different aspects that are relevant to context
modelling without focusing on the design and other concerns
of the individual projects. So then, the first part of the thesis is
an examination of theoretical issues pertaining to context, the
second is a consideration of the process of turning a theoretical
representation of context into a working model and the changes
that are inherent in this process. It also considers some of the
representational concerns in modelling context. The third part of
the thesis explores the way that a model of context can be applied
in the field, considering the issues of representation in collecting
information and in presenting this as results.

1.6 research relevance

Ultimately this work aims to bring about a number of different
outcomes. Through the conceptual integration of context, com-
plexity theory, and information about local social problems, it
will be possible to produce a robust working model of context
that is suitable for the field. Such a model prepares the way for
the development of manuals; context profiling (as relevant to a
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given institution), and the storage of such profiles electronically
for the purposes of training, checking and routine management.

This provides the opportunity to examine the theoretical devel-
opment of a single concept within linguistics over time. Context
is a concept that has been important to many disciplines and as
such has been looked at from many angles over the centuries. Al-
though arguably the primary interest began in anthropology and
linguistics, in that these are perhaps the two disciplines that make
the need for context most explicit, artificial intelligence is also an
environment in which the need for context becomes apparent. It
is anticipated that through this study the various perspectives
that have been taken on context will be used to elucidate the
nature of context and thus develop a more complete picture, both
historical and in terms of contemporary theorisation.

In an attempt to apply a systemic functional model of context
to a situation, this thesis considers multi participant discourse in
a hospital environment. Hospital environments, and the environ-
ment of the medical emergency team in particular, are complex
environments and involve multi participant discourse. The dy-
namics of multi participant discourse is of particular interest to
linguists because of the problems that are inherent in this type of
description and the pressures that this puts on modelling.

1.7 benefits of thesis

The benefits to the medical environment mentioned in section 1.5
above are elaborated here as well as the benefits to the linguistic
environment. The knowledge of the medical emergency team
environment that such a study will produce will be of immense
social benefit in understanding the interaction in such team set-
tings and ultimately providing a better environment of choices
for the staff members as well as patients. This is of benefit for all
the stakeholders, including hospital management, patients, ward
staff and emergency team members. A better understanding of
the emergency team and its interaction with the ward and wider
hospital environment will assist in alleviating the potential for hu-
man, financial and system problems that reverberate throughout
the entire network.

Not only is research beneficial for understanding the medical
emergency team itself, but the research also helps in building
knowledge of the wider hospital domain and its operation in-
ternally and within the society. Better knowledge of this type of
interaction will have benefits for the understanding of interaction
in other environments. The medical emergency teams are only
one aspect of hospital environments, and though each case may
be individual, there is much to be gained from what different in-
stances and viewpoints share. This holds not only for the medical
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emergency team, where each case builds a richer picture of the
medical emergency team as an institutional context, but also for
broader hospital and medical contexts. This knowledge can help
us to understand what it is that makes situations similar. It can
also help in defining when situations are likely to be predictable
in their structure as well as when they might vary from that
structure and why. These issues require some understanding,
and mapping of, the social structure within which such situations
exist (further discussion of social structure as a concept can be
found in chapters 2 and 3).

If it is about mapping social structure, the question arises, what
can a linguist possibly bring to the analysis of social structure?
Social structure is, perhaps quite reasonably, considered to be the
domain of sociologists and anthropologists or even economists.
But, while these disciplines are certainly central to interpreta-
tion, linguistics also has an important role to play in addressing
questions about social structure and organization.

If, as Hasan (2004) argues, language is primarily sociological
in nature, then it follows that language is inherently ideological
in both system and process. The value of linguistic research is
to a large degree dependent upon how language is conceived
of, since this is what drives the underlying assumptions of re-
search and the general structure of the research. For example, the
questions that are asked, the way the research is conducted and
perhaps most importantly, the interpretation and generalisation
of findings are all themselves a function of the assumptions from
which the investigation sets out.

What counts as linguistic evidence depends very much upon
how one understands the relationship between language and
social structure (further discussion of linguistic evidence can be
found in chapter 2 and 3). If we understand language and social
structure as being in some way connected, then the linguist can
bring to the study of social structure a perspective of semiot-
ics, that is: “anything from the point of view of how it means”
(Halliday, 1991).

Language it might be argued is the single greatest legitimator
and promulgator of the existing social structure and the mechan-
ism for any possible change. It is also as Hasan (2009) points out
the only semiotic system into which all others can be translated.
Further more, language has a theory of social structure built into
it, in that it presents itself as data about who is connected to
whom (and by what means), and given that languages are repos-
itories of terms for discriminating between people, language has
a theory embedded within it, such that when you use language
you are already buying into a theory of social structure or reality.

We can see that the work of the linguist, far from being ir-
relevant to the study of social structure, is indicative of social
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relations – what is going on, and how changes occur. Disciplines
such as psychiatry and psychology are moving more and more
towards using language in the theorisation and investigation of
individuals (Meares, 2002), and sociologists have long stated the
need for semantics in understanding society (Parkin, 1982). The
study of semiotics is central to understanding society, and this is
as much the domain of the linguist as other disciplines.

There are many points of view on a particular context, and
part of the challenge of this kind of research is capturing the way
in which these points of view play out as tensions in a particular
context. Multiple points of view put pressure on theories of
context. In much the same way that filling a bag with water
reveals any holes, data of this nature pushes theories to their
limits and reveals their weaknesses. It is a useful and necessary
step in the process of theory building and will lead ultimately to
models that are more robust. So this then is another benefit: that
contextual theory is tested and expanded by being put to work
in a multi-modal and multi-perspectival environment.

1.8 situating the current work: a thesis

The problem of context is not unlike many other problems with
which we are faced in the social sciences and indeed the sciences
in general. They have many aspects and details which must be
accounted for and a great deal more which appear as if they
must be accounted for in some way. It is this apparent complexity
that can result in the claim of impossibility when faced with the
task of accounting for context. However this complexity can be
managed in a principled way by treating the context on a case
by case basis just as other disciplines do e.g. modelling finance,
profiling consumers, the demographics of large populations or
the intricacies of the human body.

When we approach complexity in this manner we arrive at not
one infallible answer, but a probabalistic outcome for the specific
question and the specific context set against a growing picture
of the whole. Probabalistic outcomes, despite the many issues
involved (see chapter 3), do help answer research problems. It is
possible to create a model of context that can assist in managing
what one has to deal with as the phenomena. This involves
defining the relevant dimensions for your problem. This is not
unachievable nor does it ignore the complexity of context. It
is a manageable target that is ultimately helpful in modelling
and theory formation as well as in addressing specific research
questions.

Within this thesis I consider what a contextual theory of lan-
guage looks like when it moves from theory to a working model
and application. In so doing I ask what some of the problems
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might be in this process and suggest some possible solutions.
This is played out in an examination of the Medical Emergency
Team (MET) context.

This general aim of the research may be divided into the fol-
lowing more focused research questions:

• What are some of the issues arising when using a contextual
theory of language to construct a model?

• What are the core problems when such a contextual model
is applied to actual problems in the medical emergency
team context?

• What are the advantages and disadvantages of such a lin-
guistic model compared to earlier approaches?

• What are the issues which have to be addressed when turn-
ing the chosen approach into a general context modelling
methodology?

• what are the lessons learned from this modelling and ap-
plication process, and how can they lead to improvements
in the theoretical foundation?

We will return to these research questions as they arise through-
out the thesis, providing more detail and refining the questions.

1.9 in review

In this chapter we have briefly looked at some aspects of context.
Context is of course a very broad topic and not something that can
be completely covered and resolved in a single thesis. It is perhaps
more accurately seen as a theme of research and something that
continues to change as the pressures of research change. To
accommodate this restriction, where possible, reference will be
given to reviews and summaries that have been done by others.

We have also looked in detail at the structure of the thesis as a
whole. To foreground the research questions the chapters have
been grouped into three parts which show the focus initially on
theory, then modelling and finally application. Attention was
given to the primary data set and a brief introduction to the
environment from which it was drawn was provided. The medical
environment shows the importance of context modelling and
brings attention to the problems involved in the modelling and
application process.

In part 1 that follows we will consider the theoretical concerns
surrounding the place of context in a contextual theory of lan-
guage. In particular, we will discuss some of the past and ongoing
debates surrounding a contextual theory of language. We set out
in chapter 2 by reviewing a very select history of research into
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context as it pertains to SFL. This concludes by drawing attention
to the common themes that emerge from working with context.
This is followed in chapter 3 by a more focused consideration of
the issues as they are addressed in SFL. Again this is restricted
in its focus by moving towards one particular model of context,
that being, Hasan’s (1999) account of context.



Part I

T H E O RY





2
H I S T O R I C A L P E R S P E C T I V E S

“The world is presented in a kaleidoscopic flux of im-
pressions which has to be organised by our minds – and
this means largely by the linguistic systems in our minds.
We cut nature up – organise it into concepts, and ascribe
significance as we do largely because we are parties to an
agreement to organise it this way” Whorf, B.L. (Carrol,
1956:213-214)

“We do not set out from what men say, imagine, conceive,
nor from men as narrated, thought of, imagined, conceived,
in order to arrive at men in the flesh. We set out from
real, active men, and on the basis of their real life processes
we demonstrate the development of the ideological reflexes
and echoes of this life process.” Marx, K. and Engels, F.
(1846/1984: 233)

2.1 a map

The previous chapter presented the idea of context and an over-
view of the thesis. The first part of this thesis is focused on theor-
isation where attention is given to the underlying approaches to
language. Since the focus of part one is theorisation, the central
concern in this chapter will be language and the place of context
within theories of language rather than context alone. Although
it may appear strange, the reason for this focus on language is
that, as linguists, the interest is in a contextual theory of lan-
guage rather than a theory of context. The primary concern in
this chapter is with a selective historical account of the formalisa-
tion in theory of the relationship between language and context.
Preference is given to the social theories of language, and within
those to Systemic Functional Linguistics. This focus is practical
in nature since it is the social theories that have context as a part
of their theory and it is SFL that has been most prominent in
arguing for contextual modelling.

Chapter 2 discusses some of the groups of theorists working
within the 19

th and 20

th century and their conception of context.
This time frame has been chosen because it represents a time of
change across many subject areas. Out of the interdisciplinarity
that existed prior to this time frame, new disciplines were begin-
ning to emerge and define themselves as separate entities. Many
researchers during this time appear as independent and as if out
of nowhere, yet, clearly they did not arise from nowhere: their

25
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theories and concerns were built on the work of those before
them. These theories grew out of the social, economic and polit-
ical concerns of the day, the philosophical traditions with which
they were familiar and the personal backgrounds and social net-
works of the theoreticians. As Althusser (1968/1970:29) suggests,
if it appears that there is “an answer without a question, then
with a little patience and perspicacity we can find the question
itself elsewhere.” Quite often the question is to be found in the
cultural historical context of the researcher if not the work itself.

The increase in the division of labour that was present in the
wider community during the late 19

th and 20

th centuries was
not excluded from academia. In academia, the process of the
division of labour involved the separation and definition of in-
creasing numbers of disciplines and departments. This meant
that researchers were placed in a position which required them
to define themselves against other researchers in order to justify
their existence, thus creating an environment of competition that,
while it must have existed prior to this, was perhaps foregroun-
ded by the structure of academia and society at that time.

Certain common strands of thought or themes of research arise
from this interdisciplinarity and in this chapter consideration is
given to how these themes have been resolved in one particular
contextual theory of language; that of SFL. By examining the
people who have looked at context at various stages, it becomes
clear that part of what has helped to shape the theorisation of
language from a contextual perspective has been the interdis-
ciplinary nature of its development. In SFL, we see how real
world problems, as defined against theoretical problems alone,
in various fields have driven the nature of research and how this
drive has fed back into the development of theory and more
specifically into modelling context.

2.2 asking questions about the world

I want to begin this chapter by considering why it is possible
to limit the theories under discussion to those of a social nature
when we consider context. Primarily, this is because it is the
questions that people ask that motivate the research that gets
done and the way in which the world is conceived. It would
be entirely possible to claim that at least one of the purposes
of academia, and quite possibly the most important, is to ask
questions about the world. Like everything else, questions do not
arise in a vacuum. Behind every question about the world lies,
in various states of dormancy, a theory or philosophy about the
world, a set of assumptions (whether stated or not) from which
those questions arise. This, as Althusser (1968/1970:25) proposes,
means that a science
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“can only pose problems on the terrain and within
the horizon of a definite theoretical structure, its prob-
lematic, which constitutes its absolute and definite
condition of possibility, and hence the absolute de-
termination of the forms on which all problems must
be posed, at any given moment in the science.”

So, these assumptions shape the questions that are asked, the
interpretation of evidence, and indeed the nature of evidence.

Yet, to ask one question also hides many others and the ques-
tions that get asked can skew the perspective that we have on a
topic. This means that

“the same connexion that defines the visible also de-
fines the invisible as its shadowy obverse. It is the
field of the problematic that defines and structures
the invisible” Althusser (1968/1970:26)

Because the focus has been given to a particular set of questions
our understanding can take on a very particularised nature as
the “blinded eye of the theoretical problematic’s self reflection”
(Althusser, 1968/1970:26). This is also the case with representation
(see for example Waddington, 1977).

On occasions, the answers to a problematic’s questions will
raise new questions that may not have been foreseen from the
original position.

“In certain very critical circumstances, the develop-
ment of the questions produced by the problematic
leads to the production of the fleeting presence of an
aspect if its invisible within the visible field of the
existing problematic.” (Althusser, 1968/1970:25-28)

Where Althusser suggests that any new vantages created will not
be seen because they are hidden to the theory, it is also possible
to see this as a force for change and growth in a theory in that
the answers produced may point to new directions despite the
power of obstruction created by a problematic.

2.2.1 The role of a linguist: two views on the world

At the start of this chapter I suggested that the focus on social
theories of language was not so much a preference as a necessity.
To explain this let us consider the question of how we perceive
language. As outlined in the section above, the infinite theoretical
space only exists because of definiteness and this definiteness
creates a skew in perspective that is both limiting and necessary
(Althusser, 1968/1970).

A consideration of language which focuses on the structure
of language, is much more likely to foreground the biological
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context in which language is grounded, considering the sounds
we make and the organisation of these sounds into structure.
Hence, as Halliday (in Parret, 1974) suggests, a focus on the form
of language, the grammar and lexis, will mean that the inter-
relationships under examination are entirely language internal,
being bounded on the one side by phonology and semantics on
the other. Although there is no reason why it must, this focus
has often led to the belief that language is innate and peculiar to
humans. The bounded nature of the interrelations means that any
questions are inward looking and giving a certain stand-alone
quality to language. This approach to language searches for an-
swers to the nature of language in the brain of humans, and is
typified by the approach of Chomsky (see for example Chomsky
1972). Since language is the vehicle by which we gain access to
another’s mental realm, there is a tendency to seek the structure
of the mind in the structure of language.

If language is viewed as innate, then its status as evidence
is such that one reason to study language might be to learn
something about the nature of the brain. Within this approach, the
structure of language is seen to reflect the structure of the brain or
to reveal underlying mental structures. There is then a tendency
to suspect that language categories must be natural categories and
therefore evidence that the way a particular language divides up
the world is the right, inherent and natural way to divide up the
world. Definite questions about the world are then based on these
assumptions. Language itself gains a certain status as evidence, or
at least certain parts of language are privileged as evidence. This
also shapes what is included in the category ‘language’, since
only parts of what others might consider language will be useful
for answering the questions which arise from this philosophy.

Chomsky himself grounds this tradition in the work of Plato
and the Cartesian philosophers (Chomsky, 1972). Here we see
the argument that language is the “mirror of mind” (Chomsky,
1975) and that the reason for studying language is for the pur-
pose of telling us something of the structure of the mind, that
the study of language is the search for “universals by biological
necessity. . . that derive from mental characteristics of the species.”
(Chomsky, 1975:4)1. These questions derive primarily from the
17

th century rationalists, who argued for the universality and

1 Many researchers have argued strongly against the universalist position that
there are innate parameters for linguistics diversity claiming instead that it
is social and cultural evolution that play the largest role. This position has
recently received support from Dunn, M., Greenhill, S., Levinson, S. and Gray,
R. (2011) whose research appears to prove the cultural evolutionist position. It
would appear that their work also calls into question the Greenbergian claims
for universal systems biases, however it is still very new research and it remains
to be seen how this extensive study will hold up to examination and where it
will lead.
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inherent nature of relational ideas or categories of thought. The
rationalist argument seeks to defend the inherent logic of lan-
guage. The power of this view is that in defending the logic of
language, it also defends, whether consciously or not, the so-
cial relations that are maintained by language. There were, and
still are, strong social and economic pressures on protecting the
perception that the categories in language are natural, logical cat-
egories and that the social relations that these categories maintain
are logical, natural relations.

With regard to context this view of language leads to the idea
that context is only of marginal importance, since there is very
little that can be said about it in any case. This perspective on
language does not view context as being of primary concern in
answering questions about the mind and the innate knowledge
that is in the mind. Nor does this approach generally consider
context to be helpful in addressing any of the other questions that
might be raised by such a belief. Since context as it is defined by
this tradition must include ‘everything that a human can or does
know, then it does not seem possible to develop a general theory
of context as it serves to permit choice, and neither does it seem
likely within this paradigm that there is any future for things such
as artificial intelligence’ (Katz and Fodor, 1963).2 If this approach
views context as something that must include everything that a
human ’can’ know in order to account for choice, then this is not
something that can be mapped or generalised in any way.

2.2.2 The role of the linguist: another approach

There are, however, many other traditions of thought that be-
gin from quite different assumptions about language and its
relationship to the mind. Although it might be said that all the
early philosophers were focused on naming, Aristotle focused
much more than most on meaning. The world, he contested, is
structured a certain way and the human mind perceives this
structure and builds generalisations about it from observations

2 Szymura (1988) is critical of Malinowski for not producing a framework capable
of answering Chomsky’s question of why we are capable of producing a
theoretically infinite number of sentences and understanding them despite the
fact that the question of a practical application of most of them may never
arise (Szymura, 1988: 130). It is Chomsky’s theory that narrows down the
brief of linguistics to such a question and while the issue, raised in the 19

th

century by von Humboldt, is one of the many legitimate questions of language
study, it does fall into the mentalism that Malinowski was trying to expunge
(language is not a counter sign to thought). The more that can be derived
from the semantic structure of social action, the less remains to be imputed
to specific innate structures in the brain. More challenging is the corollary of
Szymura’s question, namely that Chomsky’s linguistic framework fails because
it prevents many anthropological/human questions from being answered (or
even investigated!).



30 historical perspectives

of particulars. So there is a very early distinction between a focus
on structure and a focus on meaning. Language need not be
considered as social or biological to the exclusion of each other
(Everson, 1994).

The intra/inter organism perspectives form a unity. Language
as knowledge and language as behaviour are not independent
from each other, but form complementary perspectives on lan-
guage (Halliday in Parret, 1974). The sharp distinction between
the two is an unnatural one, and one that results largely from
the historical definition of disciplines and the perceived need
for demarcation of disciplinary boundaries (Halliday in Parret,
1974). The language as knowledge/behaviour perspectives are
two orientations that we might have to language. The predomin-
ant focus depends on, and shapes, the questions that are asked.
But it must be born in mind that these are not independent from
each other and merely reflect the bias of our point of entry to the
study of language (Halliday in Parret, 1974).

Viewing language as social suggests that the structure of lan-
guage is far more likely to tell us something about the structure
of society. This then is one reason to study language, for the
purposes of understanding society and critiquing its current state.
This does not mean that language within this tradition is not
useful in answering questions about the brain nor that such ques-
tions will not interest researchers within this tradition. Certainly
researchers within this tradition have looked at questions of the
brain (see for example Matthiessen (1993) or particularly Sugeno
(2004) and even Halliday (1979) amongst many others). The status
of language as evidence in this tradition is quite different. Here
it is a reflection of societal values, beliefs, ideals and theories
about the world: it is ideological. As Hasan (2001) points out,
when we see language as social in origin, there is no escaping it
being ideological because it is not possible within a social view of
language for language to be anything other than ideological. This
discussion of ideology and language, particularly as it pertains
to context, will be revisited in chapter 3 below.

The social and the biological approaches, although intimately
connected, represent two very different approaches to language
and its theorisation. This difference in perspective on language
however, suggests nothing about the respective theorists perspect-
ive on the world. The difference in focus between the social and
biological approaches can be represented stratally as in figure 1.

The focus on structure makes biology loom large and, since
meaning is structure internal, context also becomes distributed
throughout structure. By contrast, a focus on language as a mean-
ing system makes semantics and context loom large. It is only
then a particular view of language, namely the social view, which
will consider the question of context and its importance in the
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Figure 1: Different weighting given to areas of language

elucidation of meaning to be of any interest. This is a whole
language approach which as Halliday (in Parret, 1974) suggests
must look outside language since once language is considered as
a whole the inter-relationships lead beyond language itself. It is
this social perspective that I am interested in within this thesis.
I will leave at this point those biological theories since it makes
little sense to consider theories which do not find context of any
value when the object of my analysis is the modelling of context.

In turning our attention to the social theories of language
that do consider context to be of vital importance to the study
of language, we find two strong traditions which derive their
impetus from sociology. Some of these draw inspiration from
macro-sociology, which is primarily concerned with the the struc-
ture of society and the interaction of this with the individual.
These traditions represent what many now call anthropology. By
comparison, others draw from micro-sociology, which is primar-
ily concerned with the individual in society, rather than the study
of society per-se. The focus on the individual brings the micro-
sociological position much closer to what we might today call
social psychology.

2.2.3 Micro and Macro Sociological approaches to language

Like all dualisms, the macro-micro sociological divide has been
criticised by some as being unhelpful and unnecessary (see for
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example Callon and Latour, 1981), but it does represent epi-
stemological traditions that have quite distinct levels of analysis
as reflected in the names used to distinguish the two groups -
micro and macro. In tracing the early traditions of pragmatics,
Nerlich and Clarke (1996) suggest that micro-sociologists such
as Goffman and Mead were influenced by the individualism
and pragmatism of Tarde and Bergson and this traces into the
linguistics that developed out of their work.

Though most traditions originating from the macro sociological
traditions were functional in their orientation, interestingly, the
functionalism of the different schools began from quite different
origins. In America this functionalism emerges from the pragmat-
ism of Peirce and James while British and European traditions
have come to functionalism through researchers like Wegener,
Whittney and Breal (Nerlich and Clarke, 1996:248). So while they
may have a similar motivation from evolutionary theory, their
realisations are quite distinct. Systemic functional linguistics fits
very much more into the British and European tradition than it
does into the American functionalist tradition although there are
some distinct commonalities.

By contrast with Hymes (see for example Gumperz and Hymes,
(1964)), and even Jakobson (see for example Jakobson, (1973)),
who also developed functional accounts of language, Halliday’s
“context of situation” has a place alongside other forms of lin-
guistic statement. The statements most helpful in clarifying this
place include his discussions of text and context in educational
linguistics (Halliday 1991). When we arrive at the level of a given
context, we are already in the culture hence, we do not need to
proceed to culture. Rather we have the task of elucidating what
we find there in the typical-actual, as Firth referred to it. Halliday’s
own practice in this regard appears to be cautious: while he ar-
ranges his investigations with respect to field, tenor and mode3,
which are more abstract than Firth’s relevant objects; participants
etc, the variables seen as relevant for any given account of con-
text/text stay in close proximity to the register under description.
Hasan (1995) refers to these kinds of descriptions as being around
mid points on the cline of instantiation 4. Still, the contextual
variables permit prediction of the choices at risk in the semantics
and in the lexicogrammar.

3 At the Register and context symposium held at Macquarie University February
14-16, 2011, Halliday described how Field,Tenor and Mode arose from the desire
of a group of linguists to develop a Marxist theory of language that accounted
for the functional variation in language. This design is evident in the resulting
organisation of the theory as is discussed in Chapter 3. Recordings of the
symposium can be found at https://wiki.mq.edu.au/display/~mq96317779/
Home

4 However see my discussion in the following chapter, chapter 3, for more
discussion of instantiation.

https://wiki.mq.edu.au/display/~mq96317779/Home
https://wiki.mq.edu.au/display/~mq96317779/Home
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We see in the development of SFL the bringing together of
both the micro and the macro sociological approaches, although
it could be argued that the primary influence has been the macro
approach. Perhaps the most significant influence on SFL in terms
of context, has been Malinowski. Malinowski has typically been
considered to belong to the macro-sociological or anthropology
tradition. Yet, this is perhaps to diminish the complexity of Malin-
owski’s account. Frazer (1922: ix), in his preface to Malinowski’s
book says of Malinowski’s method that it “takes full account
of the complexity of human nature. He sees man, so to say in
the round, and not in the flat”. Thus, while many at that time
considered that “pure sociology should confine itself to the de-
scription of acts” (Frazer, 1922: ix) Malinowski saw the purpose
of sociology to “understand the actions of men in society” (Frazer,
1922:ix), and thus as being centrally concerned with meaning. So
here we see that Malinowski draws from both the micro and the
macro in his establishment of the scope of modern anthropology.

2.3 the context of context : social structure and the

nature of research

I want to set out in this section from a stylistic concept familiar
to all linguists; that of metaphor. Metaphorical conceptualisa-
tions are not natural or inherent or logical, but tied to culture
and thus they are ideological in nature. At the same time as
metaphors highlight one aspect of our experience, they hide or
mystify others, thus, protecting us from any inconsistencies. In
foregrounding one aspect of an experience, metaphorical struc-
turing is partial not whole, since, if it were total it would actually
be the other, and clearly this can not be so. It is always the case
that part of a concept does not and cannot fit, meaning that the
metaphor may be extended in some ways but not others.

The scientist is no more free from this than the everyday user of
language since the scientist is still an everyday user of language,
despite the efforts of many to draw a sharp distinction between
the two (see for example Chomsky, 1974). Whole academic theor-
ies may be constructed around a metaphor, the metaphor itself
constituting the theory. For example, consider cognitive psycho-
logy. Here the concept of cognition is constructed as the most
complex human construction to date, while in general parlance it
is generally constructed as the more complex natural phenom-
ena such as water, air, light and speed (see for example Lakoff
and Johnson, 1980). The history of academic research into cogni-
tion is filled with models which represent human cognition as
wheels, cogs, telephone exchanges, computers and the internet.
Ultimately, researchers must be able to recognise that the larger
theoretical frameworks or disciplines that we adhere to are to a
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great degree the product of culture (Chao, 1994), and that the
research carried out reflects the current cultural fashions and con-
cerns (Ceci and Bruck, 1993). We might consider this the context
of research, or the context of theory.

As part of a step toward putting context to work, we can use
the idea of context to understand its own theorisation. So, context
may be used reflexively for its own analysis. In relation to science,
Hutten (1956) proposed that the context of the researcher needs
to be interpreted as part of the researcher’s theory. The academic
environment in which a theory develops is as much a part of the
understanding of a theory as the theory itself. This is a concept
that is useful as part of a discussion of context and its movement
from a practical tool through to its inclusion as a dimension of
a theory of language which informs the way one might conduct
investigations in areas such as artificial intelligence; stylistics,
translation and other disciplines. The personal and social his-
tory of a researcher deserves serious consideration given that it
is precisely this history that gets overlooked in many debates
pertaining to the formative influences in an academic endeavour.
This may be turned to understanding the impact of Malinowski’s
approach to the study of society on SFL.

2.3.1 Malinowski’s Personal Context

Malinowski’s life is relatively well documented. Malinowski’s
own belief in the importance of keeping a diary, inspired by Ni-
etzsche, has meant that the greater part of his working life was
recorded. The diary for Malinowski acted not just as a record, but
also as a guide and tool for reflection. Born in Cracow, Poland, in
1884, Malinowski grew up in an environment of academic discus-
sion. His father, a Professor of Slavonic Literature and Philology
at the Jagellonian University, provided an early influence for cul-
tural study, though his father was dead by the time Malinowski
was 14 (Thornton and Skalnik 1993).

Malinowski did not immediately follow in his father’s line
of research. His formative training instead was in mathematics
and physics, though by his final years he had switched primar-
ily to the humanities; and he completed his doctoral thesis in
philosophy. Though his training in physics in particular was com-
prehensive, by the end of his degree it could be claimed that
the humanities were his focus (Paluch 1988:78). His training in
economics, at Leipzig for one year, would also extend the eco-
nomics that is often not sufficiently recognised in accounts of his
work; in particular in his later work on Africa (see Ellen, Gellner,
Kubica and Mucha 1988). Malinowski’s move to Britain to take
up anthropology was central in establishing a strong focus on
functionalism in anthropology, which lasted for more than a dec-



2.3 the context of context 35

ade, during which time he developed strong ties with American
anthropology under Boas and Sapir.

2.3.2 Social needs, social values and the sources of funding

Despite the frequent complaints from some quarters that aca-
demia is not part of the “real world”, academia is quite obviously
part of society and as such, is subject to the same pressures and
forces that shape society. Research may be carried out for many
reasons, but since it is reliant on funds from various sources, it
is frequently the case that the nature and focus of research is
shaped by the needs or desires of those who are in the position to
fund the research. This means that research is in many respects
subject to the economic system.

The claim that research is independent has never really been
true when that research is carried out in an institutional setting.
It is possible to claim that private benefactors have been able
to produce semi-independent research, although, even in these
cases, benefactors have always had influence over the type of
research that gets carried out whether this is direct or indirect,
conscious or unconscious. This is not to suggest that research is of
no value if it is shaped by the funding sources, but it is important
to recognise that this is an influential factor in shaping the way
in which theories evolve. They must be seen as a response to the
various systems in which they exist.

If we were to look back in history to some of the major break-
throughs in research we would be able to see the influence that
features of the economic system have had on the shape of re-
search. Let us consider an example taken from Psychology. In
America in the 1960’s, following the second world war and with
the perceived threat of communism at its height, the US govern-
ment spent heavily on recruitment screening processes for the
armed services.

This translated into funding for psychological research into
mental health and personality. This saw a boom in personality
research in particular into personality models that were adaptable
for large scale screening processes which was what the armed
services were seeking. From this funding we have since seen the
development of the 5 factor model of personality and many other
similar models that have proliferated and emerged as deciding
factors in other recruitment venues such as the workplace (Shotter
1995).

The injection of funding into an area of research sees long term
effects with increased training and further research for many
years after the initial injection of funds has run out. It sees a rise
in students in that area and can often lead to more money and
greater research output. It also spawns a whole reactionary course
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of research and it is in this sense twice as productive. Research
responds to the dominant mainstream (while still maintaining
and nurturing the dichotomy) with a variant or alternative ap-
proach or approaches. So not only does a funding injection spark
research in the area it funds for many years, but it also sparks
a counter research tradition, and this is just as influential to the
development of research in that field and those that relate to it.
If we move to an example from linguistics, we can see a similar
tradition emerging. The needs and desires of computer science
are already a strong influence on research in linguistics. Indeed
this is an influence on my own work and the requirements that I
consider necessary for an adequate model of context.

The nature of research is also shaped by who is involved in
the research. Technological advances, for example, can have a
profound influence on the nature and development of theories
and invention, and context as a concept is no exception here.
Social pressures influence the type of research that is carried
out by shaping the concerns of researchers, creating problems
to be solved, and by directing funding for research. Context has
had many involved in its study, though is seldom the single
focus of investigation. Only recently has context itself been the
primary object of investigation and part of this may be due to
our greater capacity to record context. It has, in the past, been
developed as part of the means of answering questions about
language change, language learning, understanding behaviour
and other key questions. Another major influence on research is
the effect of those that have a vested interest in it. Context has
seen a distinct shift in who has a vested interest in it. With each
shift, the dominant motivation for research has changed.

2.3.3 Departments, disciplines and interdisciplinarity

Richards (1939: 272), in analysing the way that anthropology
developed in Britain, claimed that the social structure, academic
environment and the challenges and problems faced in the field
“actually suggested fruitful problems for investigation, and have
led to the development of observational techniques”. These prob-
lems inspired theoretical breakthroughs grounded in actual prac-
tice. Malinowski was forced to confront a number of paradoxical
difficulties in conducting his investigations. The first localised dif-
ficulty was simply translation. Malinowski’s inability to translate
meanings across cultures by a direct correspondence of crucial
terms appears to be the first step in his revision or reinterpreta-
tion of functionality.

Real world problems, as defined against theoretical problems,
in the various fields has been the motivating force shaping the
nature of research in context. This diversity has meant that context
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research has been haphazard, a fact which led Darnell to claim
that “culture could only cease to be ‘a thing of shreds and patches’
(Lowie, 1920) if its integration could be captured in the models
employed” (Darnell, 1990). This has been echoed throughout
many disciplines as researchers confront what is perceived as a
lack of unity over context.

Culture and context was a ’thing of shreds and patches’ for
Speir, Lowie and Kroeber because they were concerned with
the explanation of single cultures and the expedience of this for
understanding personality. The same concern with personality
can be seen in the work of J.R. Firth working in Britain at the
same time (see De Beaugrande, 1991) and Sapir in the US earlier.
Firth’s emphasis on persona was also taken up in the contextual
work of Gregory and Carroll (1978) who suggest that what we say
is an indication of who we are as individuals. Although even as
unique persons our habits are neither fixed nor stable but mirror
the constant variability of environment and attitude which makes
up our lives (Gregory and Carroll 1978:26). They emphasise that
language is an indication of our personality through style. The
evidence of the style is in the language event, the analysis of
which they divide into three: substance, form and situation. The
situation is defined by the “relevant extra textual circumstances”
(Gregory and Carroll 1978: 4).

The interest in psychology in general, and personality in par-
ticular, meant that there was a tendency towards the construction
of cultural theory as it pertained to the individual or small group,
evident even in the work of Firth; rather than as a unified struc-
ture acting at a sociological level (this despite their views that
cultural anthropology was a necessary prior to personality and
personality testing). This person centred approach to research
meant that their models aimed to explicate the culture/personal-
ity connection, thereby tying the models necessarily to culture as
it related to the individual and thus to the instance (the current
tendency to adhere to the instance may be a result of an underly-
ing fear or resentment of general or grand theory). Those with an
interest in economics and trade between and within groups, such
as Malinowski, again quite probably as a result of the fancy of
government and private interest funding, had a greater tendency
to attempt to model culture as a whole; though by many accounts
this failed (Kuper, 1973).

2.3.4 A shared social context

The cross pollination between researchers, each with their differ-
ent approaches to the study of culture meant that rich and fertile
discussions developed around core topics. For example, Malin-
owski, Boas, and Wittgenstein were preoccupied with similar
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problems, and ultimately came to cognate answers. This was not
a case of random patterning, but of social patterning - not only
of their early life, but also of their social environment and aca-
demic environment. They shared early training in mathematics,
science and other cultural patterns of Germany and Vienna. Even
Wittgenstein’s early notion of a logically determined space and
scaffolding have parallels with Malinowski’s idea that language
only has a meaning due to the framework provided by a given
context of situation (Gellner, 1988). Both ideas, however, appear to
draw on Nietzsche’s view of heuristic constructs or mental tools
(see Nietzsche, 1873, cited in Vaihinger, 1925 and Butt, 1985/9;
and Thornton and Skalnik, 1993).

Their ideas are relevant to much current work between applied,
theoretical and pure sciences: for instance, the claims of grounded
theory to be working close to the social realities of institutions
(Strauss, 1987). As populations, humans have been making and
remaking their brains as they have been constantly making and
remaking their cultural resources. With these issues in our minds,
again Malinowski sounds like our contemporary: “The whole
functional approach is based on the principle of the plasticity of
human nature and of the possibilities of cultural development’
(Malinowski, 1961:8). 5 There was no simplistic polarisation of the
biological and the social/cultural in the climate of enquiry from
which Malinowski drew, nor in the climate of enquiry which he
helped to create.

These researchers, who were leaders of European and US stud-
ies of societies and of research that was to construct what people
now call the science of anthropology, had similar backgrounds in
physics, and mathematics. The scientific background and training
of Malinowski and Boas was as much affected by the interdis-
ciplinary nature of doctoral and research environments of the
early 20

th century. Malinowski worked not only with sciences
like mathematics and physics, but also with history of economic
thought, philosophy, anthropology and psychology. Yet, what
would today seem a diverse collection of studies was in fact a
coherent metamorphosis into a mature social researcher. It was
all part of the one fabric of enquiry, and in this sense we can see
the genesis of Malinowski’s view that

5 The core idea of function can be seen to lie behind all of Malinowski’s work,
and indeed Gellner (1988:172-3) argues that this idea was in place and fully
formed before Malinowski left Poland. Gellner (1988) further suggests that
Ernst Mach, who tempered Malinowski’s understanding of Nietzsche, influ-
enced Malinowski in his work. His influence on Malinowski encompassed the
possibility of seeing everything in terms of biological need. This was an idea
very much debated across Europe at that time. Wegener had had a protracted
argument with Wundt over this issue (Nerlich, 1990: part 2). The connection
between biological need and functionality is referred to by Leach (1957: 122).
This conception of function is further attributed by Leach to James; though
Gellner (1988) disputes this origin.
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“Science begins with applications. A physicist or chem-
ist or biologist knows this by heart. What is applica-
tion in science and when does ‘theory’ become prac-
tical? When it first allows us a definite grip on empir-
ical reality; in other words, as soon as a theory is true,
it is also ‘applied’ in the sense that it is experimentally
confirmed” (Malinowski,1961b:5).

This was not a simple idea of a sentimental interdisciplin-
ary future but something that was more available already to
Malinowski and others. It may now be much more difficult to
reconstruct in the current university and disciplinary structure of
research specialisations. Malinowski and his cohort of researchers
were in the process of defining anthropology as a discipline and
a science. In fact they were defining the contextual parameters of
their research and this process could still be seen as late as the
1950’s.

The force of this interdisciplinarity may now be much more
difficult to appreciate in the current university and disciplinary
structure of research specialisations. It seems to us one source of
motivation for the emphasis Halliday gives to ‘themes’ and trans-
disciplinary research (1992:60-61). More directly, it is important in
construing the situation of Halliday working with Firth, and with
Firth’s demand for a dialectic between actual ‘speech fellowships’
and statements of generalisation. Malinowski and his cohort of
researchers were in the process of enacting anthropology as a
science.

While we may be committed now to interdisciplinary research,
the context of our research makes it implausible or unlikely
that the desired interdisciplinarity will be realised in research
policy or funded accordingly. Halliday (1992) said that we had
‘still not achieved a transdisplinary perspective’ and this is even
now the case. In fact there are several features of the academic
system that make it unlikely to ever develop such a perspective.
The academic environment, like any other environment, being
a part of the social system is the result of the alignment of so
many features that a change to any single feature will produce
a radically new environment. There may be no way that we can
replicate the features that created, for example, Malinowski’s
academic environment, nor would this necessarily be desirable,
however, we can achieve a similar end result by working with
what Halliday (1992) calls themes. Themes are a coherent focus
for research, which can span disciplines and be realised in various
ways in each. We can see that themes cut across history to reveal
the same questions being asked in different times by different
people albeit in slightly different ways. So, here rather than
consider the individuals involved in the study of context, the
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study of context will be examined from the perspective of the
themes that have emerged.

According to Halliday (1992:61; 2004), the most important
theme to emerge of recent times is semiotics, that is, anything
considered from the point of view of the way that it ‘means’. This
is a theme that we can see across disciplines. It was certainly
a primary focus for Malinowski and his contemporaries, and a
core reason for his development of the notion of context, where
persons, relevant objects and converging aspects of the biological
and physical realms can all be meaning bearing.

2.4 themed research: concerns in theory

To bring out some of the key themes surrounding the treatment of
meaning contextually, consideration will be given to some of the
early proposals concerning context, with some interpretive excur-
sions into the 19

th century (although for more detailed accounts
of the 19

th century proposals see Matthiessen, 1993; Halliday,
1973; Hasan, 1995; Ghadessey, 1999). In 1923, Malinowski argued
for the significance of ‘context of situation’ with respect to spe-
cifically linguistic purposes. An historical perspective places the
more modern criticisms of functional linguistics (see for example
van Dijk), into an unusual light: in particular, it suggests that
debate about human behaviour has been artificially, even tenden-
tiously, polarised into a psychological/social dichotomy. Such a
polarisation of thought does not appear to be in the climate of
enquiry around, for example, the career of Wegener (1848-1916),
one of those who created the environment, which later research-
ers, like Boas and Malinowski, would turn into distinct fields of
study. A consideration of this watershed period is helpful also
in determining what is currently required in linguistics and in
interdisciplinary work, for instance, for integrating the goals of
anthropology on the one hand and for taking up the broad range
of tools in pragmatics, on the other.

2.4.1 Boundaries

Malinowski’s work creates some perplexities for a systematic
semantics: on the one hand, the description is grounded in a
cultural process and one might argue, following his Viennese
and academic alter ego Wittgenstein (Gellner, 1999), that we
should not ask for further explanation of social conventions.
On the other hand, the approach is hard to apply when the
units of analysis do not have defined, unequivocal boundaries.
While the uncertainties in applying “context of situation” are
an epistemological limit inherent in semantics (comparable to
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such limits in physics, consciousness studies, and life sciences eg.
Heisenberg, 1958), not everyone will be satisfied on this point.

By its very nature context is on the periphery – after all, by most
accounts it is what surrounds whatever is being studied, but it is
also central since so much of meaning making depends on context.
The question of boundaries has led to problems in investigation
of social phenomena in general and this is primarily a problem
of formalism. The idea that context is an actual thing that has
boundaries and an independent existence causes problems for
those trying to use context models. To apply a model with any
consistency requires an agreed understanding of the boundaries
or units of analysis.

Certainly, this was one of the criticisms levelled at Malinowski’s
work, that as it stood, it was too difficult to apply. Firth, R. (1961)
alluded to the fact that Malinowski did not have the problem of
selection that his students faced in other areas. And this is echoed
by Kuper (1973), who notes a feeling of slight resentment among
the students, particularly those working in Africa, concerning the
difficulty of applying Malinowski’s method with any precision.
Similarly, Paluch (1988: 78-79) argues that

“the unequivocal characterisation of the cultural con-
text of the given facts faces the difficult problem con-
cerning the delimitation of boundaries of that con-
text.”

A year later a related idea is put forward by Wolf (1989) who
claims that:

“Once context of situation asserted itself as necessary
to the elucidation of the meaning of words, it would
be clear that, unless a people had a fixed and finite
set of things to say in their daily activities, then the
number of things they said and the contexts they said
them in would be both infinite and indeterminate.”

It is interesting to note the parallel here with Cook’s (1990) per-
spective on context as having the potential to become a task in
”transcribing infinity” and the very similar response of Chomsky
and others to the task of managing context.

In an approach where social action is seen as part of an ongo-
ing social interaction and ongoing social processes it is possible
to analyse interaction in an ever broadening sense of context the
basis of which might be considered to be the nature of social
relations. So for example, doctor’s consultations are seen as part
of the ongoing health care process, which is part of the ongoing
health profession process and so on. When viewed from the per-
spective of its place in daily social life, the dynamic flow of social
process creates a sense of infinity and it is this boundlessness that
some find disconcerting.
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However, as Hasan (1995) points out, the “power gained from
abstraction is to have to define data in such a manner that it does
not include everything that may be going on, for in nature there
are no clear cut given, boundaries”, and it is necessary to create
artificial boundaries to work with while at the same time bearing
in mind the importance of the ongoing social process. These
are the means by which choices within a theoretically defined
contextual system are made meaningful.

The processes for defining the boundaries of a context are by
no means arbitrary, though, by the same token neither are they
without difficulty. Essentially it is possible to draw the boundar-
ies anywhere depending, in part, on the functional motivation of
the task at hand or what Wegener might have called the purpose.
While this ambiguity may have made Malinowski’s students un-
easy in their own earlier theoretical reflections and applications,
it is today not such a strange proposal and reflects the earlier
approach of researchers such as Wegener (see Nerlich, 1990).

In this sense then, context does not describe the data, it is the
data, it is the means for selection of a motivated piece of inter-
action from an ongoing flow. It may be that a research question
makes it helpful to delimit a situation by marking off any situ-
ation where the population that is drawn from changes. Though
it may not always be obvious that this is the principle at work,
many text selections are made on this basis, for example we
can see that a doctor’s consultation is bounded by time and a
population change even though the basic field, tenor and mode
selections may not change dramatically. The boundaries for the
textual analysis may be set by change in material setting and a
time chunking, while at the same time recognising that this is all
part of ongoing social process and social relations.

A text, as well as being located in the here and now, is both
reflective and predictive, thus it is tied to what has gone before
and makes contact with what is to follow. A text’s existence
in the here and now only makes sense because of what has
happened in the past and what is planned for the future. So it
is possible then to consider context as starting at each peak or
each trough in waves of meaning. Context can be considered as
constant but changing in regular ways, which reveals a pattern
even above the random noise of daily life. The same result will
be achieved if there are certain constant features, for example the
same participants. On the other hand, if the main participants
hold very different conceptions of the primary goals behind
an activity, one must concede that there is a challenge to the
unitariness of the context and the agreements about its limits.

There must be at least a cognitive boundary to contexts because
functionally we need to define one move from the next. The same
pressure to define the day by hours, minutes and seconds etc. is
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reflected in our division of the flow of social process into bounded
contexts. The fact that most structural descriptions of the order
of texts contain some form of orientation, bearings or focus or
some such element that focuses the attention indicates at least in
part that there is some sort of boundary at work in context. The
nature of this boundary is a matter for future investigation since,
for cognitive efficiency if nothing else, people appear to need to
reflect on existence as a series, thus possessing boundaries. So
for each series shift we need to focus on that as a new series
with new parameters. Halliday, and others, have prepared the
way for managing fuzzy categories. Rather than reject a line of
research on the basis that an unequivocal unit was not falling out
of the data, one can accept that fuzzy sets are characteristic (and
functional) in language.

2.4.2 Cognition, personality and intent

The question of cognition and context is not a new one, though
many would like to suggest that it is new. It is simply that the
social and the cognitive aspects of context are once again come to
the fore in modelling and researching in context. It is perceived
as a deficit by many that after what has seemed such a long focus
on the social aspects of context; the cognitive aspects have still
not made an impact on the development of theory. van Dijk (2005)
claims that “we as yet do not have an overall cognitive theory
of context as a type of mental model”, a situation that van Dijk
has spent much time remedying (van Dijk, 2005 a, b, van Dijk,
2006 and van Dijk, 2004 amongst others). However, this is not
a new problem, and in fact there are many mental or cognitive
accounts of context stemming from the mid to late 19

th century.
Indeed, this period of history was particularly rich in cognitive
accounts of meaning and context6, and they were the result of
asking very similar questions centred on: reference, co reference,
and coherence.

But, although the questions are similar, the resolutions have
their own peculiar characteristics. According to van Dijk (2005b),
“mental models are unique, personal and subjective” and ”they
do not ’objectively’ represent the events a discourse is about, but
rather the way language users variably interpret or construct such
events”. It is this subjective quality of mental models that van
Dijk claims precludes Systemic Functional Linguistic models with
their objective observability criterion from adequately addressing
the mental aspects of context such as purpose and knowledge
(van Dijk 2005 a).

Objective observability is, van Dijk claims, a crucial condition
for Systemic Functional Linguistics, a condition van Dijk says it

6 Although they do not necessarily use the term cognitive or cognition
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inherited from the behaviourist tradition. I would venture that
the objective versus subjective distinction is just as likely to have
come from traditions other than behaviourism, though there
was a temporal and spatial overlap. This is of course primarily
conjecture, but it is not without foundation. Indeed, Halliday
(1978: 54) in response to the question “Is your point of view not
too behaviouristic here?” responds,

“No, I would say that is emphatically not behaviour-
istic. It has always seemed to me, and again I am
simply following Firth, that behaviourist models will
not account for linguistic interaction or for language
development.”

The quote continues in this vein, but let us assume on this basis
that the distinction comes from traditions other than behavi-
ourism as it is most typically understood, or at least as it is
understood in the United States.

It may appear that it is of little importance where the distinction
comes from if ultimately there is a distinction, it is very important
as it fundamentally alters our understanding of this distinction.
If, for example, this distinction comes from Marxism or Bakhtin,
then objective should more correctly be interpreted as systemic or
relating to the system, while subjective is more akin to structure or
emerging from the system (see Seliger, 1977: 58 for a discussion
of the difference between objective and subjective in Marxist
thought). This makes for a very different reading of what is then
available for modelling within a Systemic functional linguistic
approach. Cognitive aspects may then be accounted for, their
status being however as structural output not systemic. Intention
would not be seen as a systemic feature, but as emergent, and
would thus be a structural feature.

Given the above definitions, we can see that far from treating
mental aspects as alien, SFL provides a venue for examining
the systemic features, which combine to produce the structural
nature of mental aspects such as purpose. It would be fairer to say
then, that SFL does not provide a general account of the systemic
alignments necessary for accounting for purpose or knowledge
- but then, if these are, as van Dijk (2005) suggests, unique and
personal, then a general model would hardly be appropriate.
If you want to account for everything and treat everything as
unique then you can’t do it through a general model because a
general model averages across the unique to record the common,
while at the same time predicting the unique or individual. A
model that accounts for everything would become too powerful
by including everything, so by saying that context is unique and
personal van Dijk (2005) is giving up the prospect of a general
model of context.
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If the ultimate goal of a research tradition is to arrive at a
descriptive account of behaviour based on statements about what
people do or don’t do without reference to actual behaviour, then
objective and subjective lose their value as theoretical distinctions.
If however, the role of research is to attempt to account in some
way for the motivational forces behind people’s actual behaviour
or to try to say why people do what they do, then the object-
ive versus subjective - or rather the systemic versus structural
distinction is crucial. It is essential to be clear about the distinc-
tion between actual behaviour that is observable and motives,
which are not directly observable. It is unwise in the extreme to
make any assumptions in research about motives - these are end
products not our starting point. Actual behaviour on the other
hand has status as evidence. Motives in this model are seen as
emergent not stated. Behaviour may be used to establish motives
but motives themselves are emergent from the system, they are
systemically derived, from the selections from the motivated cat-
egories of the system networks. Motive is inferred by interactants
in discourse through reference to the context, both immediate
and assumed.

Without setting out to define the terms, it is interesting to note
that there seems to be a redundancy in the terminology associ-
ated with cognitive models. It would appear that what cognitive
models are really trying to get at is motivation or intent. The
semantic drift here is represented in our understanding of the
following terms: function, use, purpose, intent, motive/motiva-
tion/motivated, and goal. That these terms have for so long been
conflated, is indicative of the confusion that abounds in this area.

It is the sharp distinction between the cognitive and the beha-
vioural that is new, not the question of the consideration of the
cognitive. In both the work of Wegener and that of Malinowski,
the cognitive and the behavioural are seen as being intimately
connected. These are seen as so intimately connected and pertin-
ent to the investigation of human interaction that Frazer (1922:ix)
claims that “to describe a series of acts without any reference to
the state of mind of the agent would not answer the purpose of
sociology.”

It might be expected that the very individual and person cen-
tred focus of the microsociological accounts would lead to a focus
on the cognitive and knowledge centred aspects of context to the
detriment of the behavioural. Yet, context in these domains did
not seem to develop in this very mentalistic way. Rather, what
appears is a focus on the material aspects of the context almost
to the exclusion of the mental or cognitive aspects. This may be
because of their strong focus on the description of real life and
an aversion to grand theories or heavy abstraction.



46 historical perspectives

2.4.3 Inner and outer contexts

Analysis often overlooks what none of us could imagine being
without. Wittgenstein emphasised such ‘marginal’ ideas as the
unseen background to making sense (Glock, 1995). Such ideas
were fundamental in learning and, particularly as the scaffolding
necessary in the education of children (Vygotsky, 1978). The very
fact that context is crucial in the understanding of all transactions
may have meant that some specialists believed it could be left
outside the specialised brief of the linguist. Context was to some
so ubiquitous that it was a-theoretical or platitudinous, while for
others, for reasons of theory (paradoxically), it was only to be
managed instantially, and a-theoretically (viz. Schegloff, 1982).

While treating context instantially, the microsociological or
social psychological focus of sociologists such as Goffman and
later Schegloff still gives a central importance to context. The
concern of these researchers with actual speech and actual life
means that they are often interested in the background of speech.
They see interaction as performance and hence the context be-
comes seen as the background or environment for the speech.
This backdrop perspective on context means that context becomes
rather instantial since it changes with every performance. This
is a very concrete or material view of context, grounding it in
the physical realm and the here and now of interaction. In these
models, context, in a very material sense, forms the backdrop to
the drama of everyday life (Goffman, 1959).

J.R.Firth’s work with Malinowski in London, and Firth’s own
fieldwork from Kenya to Afghanistan (Rebori, 2002), confirmed
the significance of context and incorporated the notion into a
polysystemic, relational theory of choices at many levels. Halliday
(1973) integrated ‘context of situation’ into a linguistic theory
that included a separate semantic stratum and a more abstract
notion of function – ‘metafunction’. Context of situation became
the interface between language and the socio-material order (or,
more correctly, between language and the dimensions of the
socio-material order that are of importance to the processes of
meaning in a given instance).

Work by Ellis (1966) and by Mitchell (1958) clarified Firthian
theory and its application to an actual community (respectively).
Ure (1969) brought a typological order to the linguist’s work with
semantic varieties, or registers. Work by Hasan (1978, 1984, 1999),
in particular, has elaborated and extended the Hallidayan ap-
proach by conceptualising the stratum with explicit motivations
for the contrasts within the 3 major systems of field/tenor/mode,
and by developing the systematisation of the semantic stratum
(crucial to activating the descriptive power of context, through
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realisation and hence, inevitably, in terms of delimitation in spe-
cific descriptions).

Other theorists, in particular Martin (1985; 1993; 1997), have
extended the stratification above context to genre, and on to
ideology, in order to treat variation through Gleason’s (1965)
notion of ‘agnation’ (albeit here, an issue of context and of the
levels ‘above’ context, not of grammatical variants). There have
been numerous other significant contributors to the discussion
of context in the SFL paradigm – e.g. Gregory and Carroll (1978)
and Ventola (1983). Their work too constitutes, in each case, a
body of theoretical proposals which permits linguists, and other
specialists, to get on with the job of social research.

2.4.4 Dynamics

During Malinowski’s life the boundaries between linguistics, so-
ciology and anthropology were more porous in that they were
less institutionalised, and there was an inevitable flow of ideas
between the newly forming disciplines. In this climate, the prob-
lem of cultural change was arguably the central question, much
as it may still be claimed today. Gellner (1988) suggests that
Malinowski’s theory of culture revolved around stability. The
question arises then: how do we account for cultural change and
the dynamic aspects of culture? Paluch (1988) proposes that ‘Ma-
linowski’s ideas suggest treating cultural change as the formation
of a new system’. Though Malinowski did not state this explicitly,
the idea is present in his work (see for example his later work
on Cultural Dynamics published after his death: Malinowski,
1961). In Hallidayan theory, as well as in work by Jakobson (1973)
and by the Prague School (Striedter 1989), this conundrum of
dynamics has been (at least for many) addressed by the ‘meta-
stability’ of a system: the very character of the system is to have
a changing character (Lemke 1992). The essence of a semiotic
system, as relations of relations, is to have no fixed essence.

There was also the acknowledged influence of Phillip Wegener,
whose views on language were strongly functional – although
it is not for this that Malinowski gives him credit (Malinowski
1923:297). In fact, Wegener’s criticism of Wundt (Malinowski’s
teacher for one year in Leipzig), was that he focused on the
structure of language as a formalism and ignored the function of
the dynamic dialogic process that was living language (Nerlich
1990: part 2). This was made all the more paradoxical by the fact
that Wundt’s psychology was explicitly social and was, according
to Kuper (1973), concerned with group dynamics. In Wegener, we
also see a functionally motivated understanding of alignments
between our experiential schemas and our expressions, with
the benchmark of congruence drawn from ontogenetic process
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(Nerlich 1990: part 2). This is an idea significantly developed
by Halliday through his concept of congruence and with his
3 types of text change – phylogenesis (times of the culture);
ontogenesis (times of the individual); and logogenesis (i.e. the
changing semantic options in the process of unfolding in an
interaction).

This is a key point of similarity between both Malinowski’s
theory and Halliday’s linguistic theory – namely, that ontogen-
esis should throw light on the more abstract functionality and
metastability of the adult system. Similarly, Wegener’s view of
language change set out from a separation of language as func-
tion and as an abstract system, and in the idea of mental schemas
based on idealisations of known situations. Where we do not
already have a schema, Wegener suggested, we impose similes
and pre-existing schemas in order to help us make sense of the
experience (Nerlich 1990: part 2). These, he said, would gradu-
ally become the congruent form. For him, meaning change and
variation were the norm and there was a rejection of assumptions
of uniformity of meaning across groups. According to Nerlich
(1990: part 2), Wegener’s theory of language was truly dynamic,
interactional, dialogic, and grounded in context. Wegener gives:

“prime importance to the dialogue between speaker
and hearer and their collaborative construction of
meaning, taking into account the situation, and the
mental representations that the interlocutors have of
it, as well as their reference to mental schemata and
other cognitive structures.” (Nerlich, 1990: xii)

The contextual model as outlined in Wegener is represented in
figure 2.

From this background we can see how Malinowski, through
his fieldwork, argues that the function that an act has within
that context bestows the value and therefore the meaning of that
act. Like Wegener, Malinowski worked with the idea that the
meaning or value of the unit under discussion is not accessible
without understanding its role as social action, rather than as a
‘countersign to thought’ (Malinowski 1923). Having begun at the
problem of cultural valeur in translation, Malinowski moves out
to the illustration of the problem that he faced (the implications
of which are teased out in Hasan 1985). Malinowski’s example is
one of a cultural exchange of shells between nations in the south
pacific known as Kula. With Kula, the whole activity needed
to be construed as purposeful, as goal directed; yet the activity
involved routines and sub-routines, which expressed purposes
that do not correspond directly to anything from a European
experience. This made the Kula a situation open to the narrow
construal of trade in the mercantile sense, or as an issue of the big
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Figure 2: Representation of Phillip Wegener’s Typology of Context from
Butt and Wegener, (2008)

man. It was this temptation to treat the exchange as equivalent to
a known and familiar situation that Malinowski was attempting
to avoid through his analysis of the total process. According to
Paluch (1988: 78-79), the essence, meaning and functions of Kula
can be worked out only from the whole cultural system, of which
this institution is just a part (Paluch 1988: 78-79).

The approach is inherently organised around process or dy-
namism (despite the copious notes pertaining to individual words
etc.), since it was, in essence, a semantics based on “a pattern
of life” (Wittgenstein 1953; Hasan 1996: 1 and x-xx). It is also
prepared for by Wegener’s idea that there is a co-construction
of meaning in situation, that is, that language needs to be con-
sidered and studied as social action. In fact, the subtleties of Kula
cannot be brought to closure today (semiotic patterns do not offer
a statute of limitations). Malnic (1998) tried to interpret the idea
in her 10 years of work in the Trobriand Islands. Her interpreter,
John Kasaipwalova (poet and Kwenama Clan chief), highlighted a
“discipline and moral order in the created experience between two
personalities” (Malnic 1998:31). The work confirms and extends
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Malinowski’s early view that the process of Kula interconnects
diverse public behaviours and personal states of mind.

2.4.5 The work context does in theory

The role of context in Firthian and Hallidayan linguistics has
been widely misconstrued by linguists working both outside and
within the functional tradition. Langendoen (1968), in his review
of the ‘London School’, treated the concept as a platitudinous
sideshow to the developments in America during the 1960’s.
Lyons (1964) did not credit ‘context’, or Firth’s other central
concepts, with making a significant contribution to semantics.
Some introductions to Systemic Functional Linguistics (e.g. Butler
1985) appear to extract little value from the concept of context.
Other commentators, in a distant echo of Bloomfield’s (1933)
attitude to the study of meaning, see the concept as diffuse,
unmanageable and implausible in a scientific enquiry – hence as
‘transcribing infinity’ (viz. Cook 1990).

Because linguistics has for so long failed to promote context,
many researchers have maintained and elaborated some cognate
term from a parallel academic tradition (for example, in anthropo-
logy, rhetoric, stylistics, and typological work). In fact, although
it was the breeding ground of early approaches, linguistics or
at least many linguists working within the field appear to have
turned away from a need to describe meaning, passing the task
over to an assortment of tools variously devised and imported
from other disciplines. As pointed out by Levinson (1983: xii),
pragmatics was undertaken, de facto, by researchers like Malin-
owski and Firth, and has recently acted as a corrective to the
‘stark narrowness’ of Chomskyan linguistics.

Malinowski’s work with context showed that contexts of situ-
ation were by no means obvious or explicit from the language
exchanged, and that certain aspects of a culture may relate to each
other in ways that were not immediately apparent, nor ultimately
tractable (viz. his 6 versions of explaining Kula, as mentioned in
Malinowski 1961). His work also showed that it is possible, and
indeed necessary, to work with context in a systematic way in the
field. In moving toward this systematicity, the idea of function
is important in achieving a theory that allows linguists both to
manage complexity, and to move beyond description to what
we would now call modelling. Malinowski presented cultures as
stable synchronic systems, with the consequence that the theorisa-
tion of change became a flashpoint of debate much as it became
an issue of criticism for Saussurean theory in linguistics (viz. the
Russian criticisms cited by Firth 1957, and set out in Volosinov
1928/1973).
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2.5 the present state

Traditionally Systemic Functional Linguistics has arisen from
British roots, although it has since spread to cover vast regions of
the globe and has certainly been influenced by ideas from many
different parts of the world. In each continent its understand-
ing and realisation is changed to suit the cultural and structural
constraints of its environment. This highlights the importance of
having an overarching contextual theory of language that allows
researchers to point to the socio-political structure to account
for regularities of selection. Hence, the nature of developments
within the United States and within Great Britain can be ex-
plained in part by the differences in social structure and the
research communities (i.e. in relation to the social structure more
generally). The work of Malinowski and his students branches
out in two directions. One branch becomes a form of anthropolo-
gical description exemplified by Raymond Firth; and the other
is demonstrated by the polysystemic functionalism of J.R.Firth.
So, on the one hand we have a structure of values represented
by Raymond Firth’s work, and on the other we have J.R.Firth’s
multiple systems of value, with context then becoming the word
that covers the role a unit plays within each level of description –
‘serial contextualisation’. Both Firths consider context from quite
different perspectives and for quite distinct goals and objects of
analysis.

During the careers of J.R. Firth and Raymond Firth, Malin-
owski’s grounded approach to semantics took form in two crucial
disciplines, and with a new generation of linguists (working in
the tradition of J.R. Firth at the School of Oriental and African
Studies), the Malinowskian insights were developed into a model
of language and language variation. The chief contributors to this
shift from fieldwork problems to theoretical model were those
working closest to Firth and then to Halliday.

2.5.1 Moving on from Firth

The gains made by Malinowski and later Firth were taken for-
ward by a number of different researchers working within a
functional approach to language, resulting in various degrees of
abstraction and movement forward on the notion of context. In a
short, precise explication, Ellis (1966) places ‘context of situation’
in the overall structure of Firthian theory. Ellis is not focused on a
working example, nor on the paradigmatic or syntagmatic details.
Rather, he sets out the way the different levels of a neo-Firthian
model are integrated as interlocking statements at different levels
(of application) and at different ‘angles’ to interaction. His rep-
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resentation of the Hallidayian model of language is presented in
3.

In Mitchell’s (1958/1975) study of ‘Buying and Selling in Cyr-
enaica’, there is an application of Firth’s approach. The social
situation becomes another level of description that is “some-
what different in its level of abstraction from other levels” (Firth
1950/1957; see also Mitchell 1958/1975), but one of the spectrum
of patterns that needs to be accounted for in the study of lan-
guage, much as white light consists of the different wave lengths
of the colour spectrum.

Mitchell’s (1958) method is not systemic as we understand
it today; it brings out the dyadic nature of context, the dis-
tinction between persons and personalities, and the difference
between factors which are obligatory and criterial (i.e. ‘technical’)
as against those (‘non-technical’) which may be operable in the
context of buying and selling and transferable to other contexts,
but which are non defining in a given instance. The setting (what
Hasan (1973) was to call the ‘material setting’) cannot be mistaken
for the ‘context of situation’ on the grounds that ‘presence’ is
not necessarily ‘relevance’ (thereby anticipating much later work
in systemic linguistics and semantics). Following Malinowski,
Mitchell pursued further distinctions like those between object
bound language and locale specific language.

If the Firthian concept of a ‘restricted language’ (which evolved
into the more abstract ‘register’ of SFL) has to bear greater re-
sponsibility in the development of a social linguistics, then there
is clearly a need to order the types of texts, by analogy with the
classifications that most sciences must undertake in order to bring
method to a community of researchers. Ure (1969) addressed this
problem of text types by developing a matrix which sub-classifies
by functions, participants and modes of delivery. By contrast with
traditional taxonomies of genre, Ure (1969) emphasised spoken
discourse in line with needs of contemporary linguists.
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Halliday’s work both continues Firthian tradition and initiates a
new period in which the systemic and sociological responsibilities
in Firth’s methods are integrated in terms of contexts, functions
and semantic varieties. The reconciliation of Firth’s ‘poly-system’
and Malinowski’s ‘context of situation’ is the core of Halliday’s
semiotic model of language (1974; 1978). The tool value of the
model includes the way it takes in descriptions from all contexts
(from child language to stylistics) and incorporates the profiles in
the statistical and paradigmatic descriptions. Halliday, influenced
by both Firth and Malinowski, has modelled culture as a complex
network of cultural systems existing in a specific relation to
language. Because the primary interest for Halliday was the
relation to language, elaboration of the systems has centred on its
intersection with language. However, steps are being taken (see
for example the work of Hasan, Butt, and others working in the
area) to expand on our understanding of culture as a complex
network.

Systemic Functional Linguistics (SFL) represents the fusion
in theory of structuralism and functionalism. Far from being
in opposition, structure and function form a dialectic; structure
functions and function begets structure. A significant tradition of
functionalism can be seen to come to SFL through Malinowski
and the anthropological approach in Britain (Butt 2001).

The European influence of Malinowski’s functionalism and
Saussure’s structuralism merge in the theory of Firth and later
Halliday and others (Hasan 1985). Neither Firth (1890–1960) nor
his student Halliday accept the Saussurean legacy of dichotom-
ies (langue: parole; synchronic: diachronic); however, the fun-
damental relationalism of Saussure’s work contributes to the
‘polysystemic’ perspective of the British linguists, and also to
the idea that the meaning of a unit is the function of the unit in
its ‘context’ at all levels (Butt 2001). This leads to a double use
of ‘context’: 1. as one level of description in Firthian linguistics;
and 2. as a perspective on the relations within each level of de-
scription (Butt 1996). Rather than view structure and function as
oppositional, it is more fruitful to consider them as two halves of
the one approach.

2.5.2 From a theory of culture to a model of register

Context, when used as a technical term in human sciences, is
neither transparent nor self-evident in its contribution to theory.
The introduction of the notion, as a necessary level of semantic
description, came out of the general movement 1890-1920 that
placed the scientific study of human cultures alongside other
sciences. The necessity of context became apparent to Malin-
owski, and others, when such early anthropologists confronted
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the non-transferability of crucial meanings across cultures, des-
pite the supposedly universal conditions under which human
beings lived. The assumption of ‘simplicity’ amongst ‘savage
races’ was also contested as the non-equivalences in translation
drew researchers on into more delicate distinctions and connec-
tions within the community under investigation.

Malinowski’s (1923) ‘context of situation’ and ‘context of cul-
ture’ drew attention to the methodological imperative of estab-
lishing meaningful behaviours only as they functioned in larger
frameworks of cultural values and purposes. Malinowski’s im-
peratives concerning context have now become the motivation
of a linguistic model in which paradigmatic organisation (of co-
dependent options) provides a new opportunity to describe a
cultural context in its own terms. The pragmatic axiom here can
be thought of as: what one can mean is what one can do in the
specific social order. Such an axiom subsumes the methodological
uncertainty of semantics – viz. Saussure’s (1974) ‘valeur’ (though
at a different level of abstraction); Wittgenstein’s (1972/53) ‘pat-
terns of life’; and Whorf’s (1956) ‘fashions of speaking’. Currently,
in Systemic Functional Linguistics (SFL), parameters and spe-
cifications at the level of context are proposed in order to show
how certain meanings, and particular forms, are ‘at risk’ (Hasan
1985) (i.e. they are more probable selections) amidst the enorm-
ous possibilities of systemic combination in a realisational model
of language.

In particular, with Hasan’s (1980; 1995) notion of ‘contextual
configuration’, the systemic properties at the level of context
are elaborated according to the same principles that guide the
systemic mapping of the lexicogrammar, and of any stratum.
The contextual configuration (CC) is made up of the specific
settings of field, tenor and mode, motivated by a given contextual
description. These settings have to be further specified realisa-
tionally, both as a syntagmatic potential at the same level (i.e.
as obligations and options of generic structure) and as nuclear
and variously probable contrasts at the next level of linguistic
patterning (i.e. at the semantics).

Many of the specifications at the levels of context and of se-
mantics are established, inevitably, by evidence drawn from the
semantic consequences of choices in lexicogrammar and inton-
ation. Linguistic evidence can only be drawn out by such cross
stratal shuttling. So too, Saussure’s line of arbitrariness, while
bringing out the social convention of the relations between gram-
mar and phonology, does not do justice to the solidarity between
grammatical choices and semantic outcomes. Descriptive ‘delic-
acy’ at the upper strata of semiotic description (again following
Halliday and Hasan 1985) is only possible because the grammat-
ical face of the text permits one to demand motivation as to ‘why
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Figure 4: From Butt and Wegener (2008).

this expression and not that closely related one?’ It should not
surprise us that the linguist’s task in depicting social process
relies on the same hierarchies of inference – from socio-material
parameters at one end to the manifestation of sounds/gestures
at the other – which we all need to employ in order to interpret
our social experience as we are living through it.

2.5.3 Strata and realisation

The significance of the terms ‘context’ and ‘metafunction’ in a
stratal model can be appreciated when we reflect on the ways
in which the responsibilities of these concepts developed in the
Systemic Functional Linguistics of Halliday. The meaning of a
theoretical concept is the work that the concept does in the theory
to which it contributes. In this way, it is useful to consider the
work to which Halliday puts the terms ‘context’ and ‘metafunc-
tion’. In contributing to a realisational model of language (by
contrast with a modularised, component based approach), con-
text is a term which mediates between the inordinate instances
of meaningful cultural activities and the semantic patterns which
realise those cultural activities: ‘context’ is the concept which
underpins the ‘semantic varieties’ by which we can characterise
situation types. It is the consideration of this realisational model
of language that will be addressed in chapter 3 below.

The term context (i.e. context of situation) is the cultural unit of
the semantic polyphonies (meaning varieties) which we can refer
to as registers. Registers, then, are semantic types (hence ‘genres’)
which realise the various transactions we perform to maintain
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Figure 5: From Butt and Wegener (2008).

our membership of a specific culture. Registers are motivated by
cultural context.

Alternatively, when looked at from the direction of the realised,
we can say that the contexts of the social order are themselves
constructed, or construed, by the specific meaning potential of the
register – it is through the specific resources of the language (at
that point in its ‘semohistory’) that the context can be fashioned
by its speakers.

The ‘situation types’ can be regarded parametrically as particu-
lar elaborations of choices across the combinations of field, tenor,
and mode. Such generalised parameters assist in separating out
the specific strands of meaningful choice which give the context
both its instantial distinctiveness and (more importantly, at first)
its typological/generic core of tendencies and probabilities. These
probabilities, in turn, can be conceptualised metafunctionally as
strategies of selection from ‘proximal’ systems of semantic op-
tions (i.e. from those semantic options which have the closest,
most interdependent semantic consequences).

So ‘metafunction’ mediates between situation and lexicogram-
mar as a way of interpreting semantic consistencies. This role is
best seen as it first emerged for Halliday, namely, from the way
it plays out in the lexicogrammar. In working with grammatical
systems, Halliday saw that the paradigms of choice themselves
tended to cluster around 3 or 4 overarching semantic respons-
ibilities: 1) systems which established the ‘interpersonal’ calib-
rations of the cultural exchanges; 2) systems which structured
the character of experience and connectedness in the situation
– its ‘ideational’ content or order; 3) systems which enabled the
deployment of interpersonal and ideational choices in the ‘textual’
(and contextual) matrix of the moment.
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Figure 6: From Butt and Wegener (2008).

When simplified as they so often are, the terms can be mis-
read as stages in a causal sequence. They are not to be read so.
The different levels, by which we can discern the consistencies
in meaningful behaviour, all happen together as we see in a
contextual theory of language.

2.5.4 A contextual theory of language: some solutions and some prob-
lems

In Halliday’s work, an important extension to the Malinowskian
legacy has been achieved. Everything in a cultural context may be
functional and in that sense, therefore, meaning bearing. But, Hal-
liday is also demonstrating, through the polysystemic mapping of
semantic choice, that function (albeit of an abstract kind) provides
the optimum way for understanding the internal relations of a
language system, not just the externalised tasks to which it is
employed. A realisational model is a map of patterns of patterns,
all of which occur together on different levels of abstraction –
from social configuration to modalities of manifestation (e.g. in
sound or writing). This evolved ‘happening together’ is a key to
the power of languages for extending their potential as systems
(or, for their speakers to so extend them). Languages are not
encodings, but encodings of encodings of encodings. And this
emphasises the global technique of Halliday: namely, his method
of delimiting the object of enquiry by setting the process of mean-
ing against 5 dimensions. This crucial move towards abstraction
lifted the theory beyond a mere descriptive tool and provided
it with explanatory power. The value of this move is discussed
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in chapter 3 below, where we consider these dimensions and
what they mean for modelling context. As will become apparent
through considering these dimensions in the chapters which fol-
low, some crucial problems remain especially concerning how
context is to be modelled within a contextual theory of language.



3
T H E O R I S AT I O N : C O N T E X T A N D I T S P L A C E I N
A C O N T E X T U A L T H E O RY O F L A N G U A G E

“Our schematic constructs must be judged with reference
to their combined tool power in our dealings with linguistic
events in the social process. Such constructs have no onto-
logical status and we do not project them as having being
or existence. They are neither immanent nor transcendent,
but just language turned back on itself.” Firth, J.R. (1957:
181)

3.1 a social semiotic

In the previous chapter, chapter 2, we considered some of the
historical antecedents to SFL and the general issues surrounding
context. SFL as a contextual theory of language can be seen to
emerge from the cultural climate and social situation of the era.
The discussion in chapter 2 extended up to the period when the
notions of context and function were elaborated along the con-
ventions by which other strata in a linguistic theory are modelled,
ending at the point where these linguistic principles have been
demonstrated in a problem driven model. Halliday was the figure
who contributed most to the transition of the terms context and
function, that is, to their transition from concepts to dimensions
of a working, linguistic theory. The focus of this chapter narrows
to consider Halliday’s theoretical elaboration and the allocation
of theoretical roles, in particular, our understanding of the dimen-
sions of language. Attention is given to the place of context in a
contextual theory of language.

Every theory is built on a set of assumptions and these as-
sumptions shape the questions that the theory sets out to answer.
This is not prescriptive, it is merely a case of the categories of
language, in this case metalanguage, shaping the way we perceive
and think about the world (Whorf, 1954). Indeed, all of language
can be considered a theory of the world, so it is of little surprise
that our theories shape our questions about the world (Halliday,
1978 – see also Parret, 1974). In linguistics, what this means is that
by adopting a certain view of language, we commit ourselves to
asking certain questions and proposing certain types of answers
(Cameron, 1990). In the case of SFL, those questions and answers
are social in nature (Halliday, 1978).

As was discussed in chapter 2, Systemic Functional Linguistics
(SFL) is a social semiotic theory that sets out from the assump-
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tion that humans are social beings that are inclined to interact
(Halliday, 1978). Semiotics is the science of signs (Fawcett, 1990)
or the study of sign systems. Halliday suggests that semiotics as
we know it today is strongly linked to the ancient Greek stoic
philosophers, who, he claims were the first to develop a theory
of the sign (Halliday and Hasan, 1985:3). Semiotics, or semeion,
was originally peculiar to medicine, referring to inference on
the basis of some outward manifestation of state (or sign) (Eco,
1984). Hence, the doctor does not require that the patient make
a diagnosis, but rather that they present with a set of signs or
symptoms, which they as the medical professional interpret. It
is this conception of sign that is, according to Eco (1984) carried
into our modern understanding of semiotics. We can think of
semiotics as a perspective, as a means of looking at anything
from the point of view of how it generates meaning (Halliday,
1992:61).

If we take the perspective of looking at anything from the
point of view of how it means, we are in the position of viewing
all behaviour as potentially meaning bearing, and indeed, all
artifacts and even the environment itself (Fawcett, 1990). These
different modes of meaning making are all used by humans
in their interaction. The broad scale use of different modes by
humans does not mean that the different modes have the same
meaning potential, since, as Hasan suggests,

“despite overlaps, what can be said through the verbal
code is not coextensive with what can be said through
the gazing code or the gesture code or the code of
dress” (Hasan,1980).

Each code carries distinct representational capacities which
relate to the means of interaction. So, for example, language has
the capacity to transcend the here and now with the consequence
that its temporal qualities are almost boundless. By comparison,
gesture or gaze need some sort of temporal proximity even if
this is mediated by technology (for example, technologies such
as video enabled mobile technology have significantly enhanced
the communicative potential for many Sign language users).1

These modes, gaze in particular, are heavily oriented towards
interpersonal meanings (Hasan, 1980). To see the significance
of gesture for interpersonal meaning we need only consider the
attempts at iconic representation of aspects of gesture in the form
of emoticons.

Variability in semantic potential is not new, after all; Bernstein’s
studies showed that different individuals do not share the same

1 Where once we would have said that modalities such as gesture required a
material proximity as well as a temporal proximity technology has meant that
neither of these restrictions need apply since gestures can be recorded and
transmitted across vast spaces.



3.1 a social semiotic 61

meaning potential. The distinction between these two however
is that one refers to individuals using a mode and the other to
the modality itself. Not having equal access to the full range of
meanings in a mode is distinct from the mode itself having a
limited potential. Individuals may not have the same access to the
mode, but the mode has the same potential whether we access
it or not. Here the situation is that the modes themselves do not
have the same potential. If this is the case, and certainly it would
seem to be, then certain ideas and concepts will be limited to
certain modalities; for example, it is not possible to do abstract
concepts, or what Hasan (2001) calls decontextualised language,
through gestures that co-occur with speech. The implication of
this limit on the meaning making potential for different modalit-
ies is that they will have a different semantic stratum. They will
also have different reactances in the contextual stratum, and may
not even have a distinct organising stratum. There is no reason to
suspect that each mode should conform to the same dimensional
arrangement as language at all. I will return to this point at the
end of this chapter.

3.1.1 What kind of resource is language?

In chapter 2 it was suggested that a discipline sets out to define
itself against other disciplines and this definition is as much a
statement of what the discipline is not, as it is a statement of
what the discipline is. Linguistics has typically been understood
to deal with language and the nature and behaviour of language.
In saying that linguists deal with language the question of what
linguists do has not really been resolved in any meaningful way
since it is equally unclear what is meant by language. Most often
what is called to mind when mention is made of language is what
a child learns or what we might learn as a foreign language. This
orientation is more helpful to understanding the nature of our
object than it might appear. What we see in language learning
is an orientation to the structural aspects of language and this
foregrounding of structure is perhaps more obvious in second
language learning. After all, “form is significant only in so much
as we feel ourselves to be in its grip” (Sapir, 1928/1999:559).
Language becomes visible when we focus on it, but otherwise it
is almost invisible. As Sapir suggests,

“it can be laid down as a principle of far reaching
application that in the normal business of life it is
useless and even mischievous for the individual to
carry the conscious analysis of his cultural patterns
around with him. That should be left to the student
whose business it is to understand these patterns.”
(Sapir, 1928/1999:558)
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Making language visible and understanding the patterns of lan-
guage is the concern of the linguist.

Halliday (1974:86) sees language “essentially as a system of
meaning potential”. So for Halliday then our object of analysis
stops at the level of semantics, which is according to Halliday the
key to language (1974:87). As Halliday suggests, when we view
language from an inter-organism perspective,

“language is being regarded as the encoding of a
’behavioural potential’ into a ’meaning potential’; that
is, as a means of expressing what the human organism
’can do’, in interaction with other human organisms,
by turning it into what he ’can mean’. What he can
mean (the semantic system) is, in turn, encoded into
what he can say (the lexicogrammatical system, or
grammar and vocabulary).” (Halliday, 1978:21)

The semantic system is “the meaning potential embodied in
language” (Halliday, 1974:86).

But this meaning system is itself a realisation of something
higher, or more specifically outside of language, what Halliday
(1974:86) calls the behaviour system or ’a social semiotic’. Halliday
expresses it this way:

“I see language essentially as a system of meaning
potential. Now, once we go outside language, then we
see that this semantic system is itself the realization
of something beyond, which is what the speaker can
do – I have referred to that as the behaviour potential.“
(Halliday, 1974:86)

Interestingly, Halliday has on occasion referred to language as
a social semiotic (see for example Halliday 1978). However, in
his 1974 account and elsewhere, including the same 1978 text,
language is represented as being only one realisation of a social
semiotic and it is this later account that we see dominate in
the theory. These two views create a tension between whether
language is modelled as a mode within a social semiotic or as
a social semiotic itself with various modes. Although it is the
former model which is taken as the primary representation of
language within SFL, it is not uncommon to see other modes
represented as sitting within language. This question over the
situation of language is a boundary question. For the purposes
of the current discussion however, the key aspect, regardless of
the question of theoretical boundaries, is the importance given
to meaning and the implications of the centrality of meaning for
context.

In SFL, context has at least a double usage. Firstly, it is the
environment for each system. Thus, the entry conditions for a
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system are an environment for that system (for discussion of
this use of context see the section on system mechanics below).
Further to this use of context, rather than as fully distinct from
it, each choice within the system only has a meaning because of
its context. That is, its value is contextually dependent. Secondly,
context is a stratum within the stratificational model of language
(see the section below on stratification for further discussion).
Although the first of these uses of context is crucially important
for a theory of language which claims to be systemic, it is the
second of these meanings that is central to this discussion.

The focus in this thesis is the value of a SFL notion of context,
which views context as all the features of a social process relevant
to meaning making. These features are traditionally organised
into 3 core dimensions of context: Field, Tenor and Mode, where
field is “the nature of the social activity. . . ”, tenor is “the nature of
social relations. . . ”, and mode is “the nature of contact. . . ” (Hasan,
1999). Although it is a contextual theory of language, context,
in SFL is itself one of four linguistic levels, which are related
realisationally rather than causally, meaning that patterns on one
level both construe and construct patterns on another level 2

Here the complexity of language is managed by modelling it as a
multidimensional system. The importance of the elements of this
multidimensional system as they relate to context is discussed
below.

3.2 dimensions

Although context is the primary concern, it is necessary to under-
stand how context as a concept is positioned within the overall
theory of SFL, and as such I want to set out from a discussion
of what it means to organise a theory according to dimensions.
Dimensions are typically defined as the descriptors necessary to
adequately account for an object. Dimensions are potentials in
space, and objects exist in these dimensions by realising some
of these potentials. So for example, if we think of geometry, we
have the dimensions of height, depth, width and mass. Note here

2 I will discuss this further under realisation, however, as Halliday (1992:358)
suggests, metaredundancy explains the stratal organisation and the semiotic
principle of realisation “by treating realization as a relation”. This relation
as Halliday (1994:254) explains is a dialectic relation. “A text is created by
its context, the semiotic environment of people and their activities that we
have construed via the concepts of field, tenor and mode; it also creates that
context. The relationship that we refer to as realization between levels of
semiosis – situation (doing) realized in semantics (meaning), semantics realized
in lexicogrammar (wording), and so on – is a dialectic one involving what
Lemke (1984) interprets as n-order metaredundancies. A semiotic event is
an event on many levels” (Halliday, 1994:254) (original emphasis). Hence,
the relationship of realisation as theorised through metaredundancy is both
multifocal and bi-directional, or better dialectic (Hasan, 1996d:110-112).
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that an object is primarily a stable entity, that is static and ‘real’.
As this term is employed in theory, it takes on an essentially
metaphorical use, since the object in this case is neither static nor
real in that very concrete sense of the word.

The concept of dimensions has a variety of uses in different do-
mains, and as it is employed in SFL it most closely approximates
the meaning given in Euclidean spaces. Within Euclidean spaces,
the meaning for dimensions is quite specific and refers to “the
numbers needed to describe each location” (Simon and Blume,
1994). Within the understanding of dimensions used in Euclidean
spaces, description is always from a particular vantage. That is,
the numbers needed to describe a location are always skewed to
the particular thing that needs to be described and the particular
angle from which it is being viewed. The notion of a variable
vantage is useful to recall when we turn our attention to meaning
and context where we might add the further qualification that
description depends on the reason for viewing as well.

Within linguistics and within SFL in particular, the object of
our analysis is likely to vary. Semiotics, as outlined above, is
concerned with considering anything from the point of view of
how it makes meaning. Consequently, in semiotics the object of
analysis is meaning though often limited to the sign itself as an
isolate (Halliday in Halliday and Hasan, 1985:3). Since as Halliday
suggests, SFL is a social semiotic, the object of analysis within
SFL is also meaning, albeit a specifically linguistic meaning. Thus,
the dimensions of language are more rightly the dimensions
of meaning. Although we are dealing here with a muddiness
of terminology and the same semantic fuzziness that we are
trying to describe in our theory, language as a term in theory
has a closer affinity to structure. I will return to this point below,
however I want to raise here the potential we have for different
representations of the theory.

In figure 7 we see a representation of a stratal arrangement
where neither context nor semantics are shared between the
modalities. In effect, each modality is a separate system of its
own with no interaction. In figure 8 we see a representation where
the context is shared between the modalities but the semantics is
only partially shared and potentials only overlap to some degree.
Figure 9 by comparison has only partially overlapping contexts
and semantics that are not shared or truly independent. Figure
10 has both a shared context and shared semantics but separate
structures for each modality.

The problem of dimensions is closely connected to complex
systems, and I will come back to this point below when I dis-
cuss systems in SFL. However, having raised the possibility for
diversity in what the dimensions refer to I want to raise another
possibility. If dimensions change when our object of analysis
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Figure 7: Stratal variation with individual context and semantics.
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Figure 8: Stratal variation with overlapping semantics and a shared
context.
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Figure 9: Stratal variation with overlapping context and semantics.
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Figure 10: Stratal variation with shared context and semantics.
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changes, it is quite possible that although the dimensions for
meaning might be one set of concepts, the dimensions for our
new object might be another. What this means at the level of
context is the descriptors needed to adequately account for a
context may vary dramatically, although as we will see, ‘a context’
is a different object to those usually described by dimensions.

If we follow this argument, it suggests that different theoreti-
cians of context may very well consider more or less dimensions
necessary for the description of context as indeed is language.
This argument also suggests that the dimensions necessary may
vary considerably depending on the context being described and
the questions being asked (or the job it is being required to do).
As Halliday (1974) suggests the way we understand language
depends on the task to which language is being put.

In a discussion of functions of language (for further discus-
sion of this see the section on metafunction below), Halliday
(1974) suggests that when language is being used to answer other
questions such as questions about culture (e.g. Malinowski) or
questions about society (e.g. Bernstein) or about the individual
(e.g. Buhler) then it is quite possible to have many different func-
tions. This is because here language is being used to “throw
light on something else”. However, it would seem that, given
the definitions of context and problem, there are a certain set of
dimensions which appear to be necessary to the description of
most contexts and most research questions.

3.2.1 Dimensions of Language

Within the SFL perspective, five dimensions that are frequently
invoked in dealing with language are: metafunction; instantiation;
stratification; system and structure (Halliday and Matthiessen,
2004)3. Halliday and Matthiessen (2004:20) represent these di-
mensions in the following table, describing the dimension, its
organising principle and its orders.

These dimensions are also frequently represented in the form
of a perspectival figure, which shows the dimensions from the
point of view of instantiation seen in figure 11. In figure 11 we see
in the foreground the system view of language, and its grounding
in the instance.

I will return to these dimensions, however, for the moment, let
us consider context. Context in SFL is organised into a metafunc-
tional triple of field, tenor, and mode. Field encompasses the

3 Although it is interesting to note that the importance of these dimensions has
not always been obvious or explicit prior to the Halliday and Matthiessen 2004

publication. Previous statements of the dimensions were not as structured as
this statement and did not lay out the relationships in the same way. Central to
the discussion of dimensions as laid out in Halliday and Matthiessen (2004) is
the question of realisation and its place in the theory.
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Table 1: The dimensions (forms of order) in language and their ordering
principle from Halliday and Matthiessen (2004:20)

Dimension Principle Orders
Structure rank clause⇠group or
(syntagmatic order) phrase⇠word⇠morpheme
System delicacy grammar⇠lexis
(paradigmatic order) [lexicogrammar]
Stratification realization semantics⇠lexicogrammar⇠

phonology⇠phonetics
Instantiation instantiation potential⇠sub-potential or

instance type⇠instance
Metafunction metafunction ideational[logical⇠experiential]⇠

interpersonal⇠textual

Figure 11: The dimensions of language – Halliday and Matthiessen
(2004).
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activty going on, tenor the relations between the participants in-
volved, and mode the nature of interaction. As mentioned above,
these might be considered to be dimensions in the sense that
they are understood to be the descriptors necessary to adequately
account for context. These categories are reasonably common
across most models of context in one form or another. This is
relatively surprising given that, as Halliday (1974) suggests, many
of these models are using language to answer other questions
and indeed some are not interested in language as such at all,
merely in context.4 Whether or not they are expressed in this
way, most models will attempt to cover aspects of the activity,
the participants and the structure of the context. Of the triple,
mode is perhaps the least likely to be included in a description
of context, although aspects which are typically covered under
mode are included in other models of context. The reason for this,
as we will discuss further in metafunction below, is that mode
relates specifically to language. Mode is the means by which
language interacts with the context to create text (Halliday, 1974).
It is a specifically linguistic function and relates to autonomous
linguistics.

Theorising language in context poses some interesting chal-
lenges, and I want to discuss some of the issues that a dimen-
sional view of a contextualised theory of language raises. Looked
at from the point of view of language, Field, Tenor and Mode
approximately realise the dimension of metafunction at the level
of context. Realise is perhaps a poor choice of word in this situ-
ation since it is a theoretical relationship that I refer to and a
better word might be reflect in that they reflect the metafunc-
tional arrangement at each level and are arguably the cause for
the metafunctional arrangement at each level. Field, Tenor and
Mode are also parameters of context and the metafunctional ar-
rangement can perhaps be thought of as parameters at each level.
Parameters, as will be discussed further in chapter 4, would seem
to relate to the dimension of system, in that they reflect aspects
of specificity. So there is an interesting relation between structure
and function suggested in the notion of metafunction and I will
return to this point below.

We do not as yet have an adequate or at least consistent ac-
count for the dimension of structure at the level of context as it
pertains to compositional hierarchy. Halliday and Matthiessen
(2004) imply (and this is perhaps because their focus is on the
grammar) that both structure and system relate specifically to the
lexicogrammatical stratum, yet Halliday (1974) states that “the

4 Although it must be said that where context is treated as a separate entity from
both social structure/system and/or language, these aspects are included in
other ways and as such manage to form some sort of unity. Very few people
really look at context simply for its own sake. Context is almost always part of
answering another question.
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underlying organisation on each level is paradigmatic” and this
means that organisation on each level is a set of interrelating sys-
tems or networks. Admittedly, for Halliday ’all levels’ typically
refers to semantics, lexicogrammar and phonology so context
quite possibly falls outside this question.

In addition to this, the treatment of structure seems to have
changed in the Halliday and Matthiessen (2004) discussion. Hal-
liday (1974) suggests that structure is an abstract constituency,
relating to the syntagmatic concept. Although rank is integral
to the concept of constituency and syntagmatic order, it would
seem that they are quite distinct patternings. Halliday (1974:88)
states

“the output of any path through the network of sys-
tems is a structure. In other words, the structure is
the expression of a set of choices made in the system
network”.

The suggestion here is that representation of structure may very
well look quite different on each level, with semantics potentially
appearing as further networks. At the level of context, if indeed
the dimensions of system and structure can be said to apply
to context, Hasan’s (1999) contextual configuration can be con-
sidered to address the issue of constituency in that it represents
an attempt to apply the same methods used in the lexicogrammar,
although the notion of rank is still unresolved at context at least5.

Of the dimensions, instantiation in particular appears as if it
relates specifically to context and this is primarily because it is
typically associated with the context/register/situation cline as it
is represented in SFL. Although Halliday and Matthiessen (2004)
represent it as relating to all levels with the order of the instanti-
ation dimension being potential/subpotential and instance the
concept of subpotential seems specific to context or perhaps se-
mantics. Strangely, the organising principle for both instantiation
and metafunction are instantiation and metafunction, respectively.
I would suggest that the organising principle of a dimension can
not be a restatement of the dimension. For instantiation, Hasan
(2004) has suggested that the ordering principle might indeed be
closer to delicacy (see the discussion under instantiation below).

With respect to the question of delicacy, I tend towards seeing
delicacy and specificity as both relating to system, or more spe-
cifically to the system /structure relationship. I will discuss this
issue further, however, specificity can be regarded as the range
of discriminations on a vertical axis while delicacy can be seen
as depth of discrimination on a horizontal axis. The principle

5 There is an argument to be made however that resolution of rank at the level of
semantics also resolves the issue at context because of the relation between the
two
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behind metafunction I would suggest is functional abstraction,
since as Halliday (1974:93) suggests,

“fundamentally they (transitivity, mood, theme) are
the components of the language system which cor-
respond to the abstract functions of language – to
what I have called metafunctions, areas of meaning
potential which are inherently involved in all uses of
language.”

The importance of this statement for context is discussed in the
section on metafunction below. The principle behind instantiation
is a little less clear. If the distinction is between potential and ac-
tual, then the principle might be something akin to actualisation,
textification or concretisation. However, Halliday (1974:87) points
out that potential and actual are at the same level of abstraction,
and that “this is what makes it possible to relate the one to the
other”. Hence, the principle is not one of concretisation. Since this
suggests different orders of abstraction as does textification and
actualisation. There may be theoretical value in distinguishing
between instantiation, actualisation, realisation and exponence
(see Butt 2008) which I will discuss later. There is a Marxian
sense of concretisation which might be useful to employ here –
“the concrete is concrete because it is the concentration of many
determinations, hence unity of the diverse” (Marx, 1978 trans.),
however there are still problems with the distribution of these
terms and I will return to the issue below when instantiation is
discussed.

Finally, of the dimensions stratification also presents an inter-
esting challenge at the level of context. According to Halliday
and Matthiessen (2004), stratification does not include context
(thus it is not a level of language), yet, context stands in a realisa-
tional relationship to semantics. Semantics, according to Halliday
(1974) and also to Halliday and Matthiessen (2004) is a realisation
of patternings of context. If this is the case, and certainly, the
metafunctional arrangement would seem to suggest that it is,
then this would seem to present a theoretical concern. This issue
is further discussed in the section on stratification below.

When we come to an analysis of context, however, it may be
that we need to look at the issues of dimensionality afresh. If we
are attempting to account for context, not language, but context,
our object of analysis has changed and hence, some may argue,
so have our dimensions. I want to point out here that I am raising
these as options and not necessarily proposing them as solutions.
I am in no way convinced that it does make sense to separate out
context as a distinct object; on the contrary, I am more inclined
to suspect that treating context as an object in its own right
leaves the theoretical door open to making context too artefactual.
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Nevertheless, it is worthwhile considering this possibility and the
reasons why it may not be such a good idea in order that claims
of neglect may be countered. It could be that one of the strengths
of the SFL approach is that context is not an object in its own
right. Rather, within SFL, context is typically seen to be aspects
of the culture as they are relevant to meaning, making meaning
very much the centre of attention in any consideration of context.

To treat context as an object means considering all of context
and this is a concept that is too vast for an adequate account. If
context is treated as the object however, it is necessary to recon-
sider the dimensions, since the object of analysis has changed.
This raises the further question, if we can make context a separate
object, can each stratum be considered as an object in its own
right? This makes more sense for semantics and context, since
they are distinct from the other strata in their nature, being the
only two which have a dual usage. If language (i.e. linguistics),
rather than meaning (i.e. semiotics), is the object then we need
to consider if our analysis is in some ways at risk of becoming
oriented towards structure because language, unlike meaning,
lends itself to a focus on the organisational and structural issues.
A focus on language as our object of analysis also separates out
the different orders of meaning in such a way that their relation-
ship to each other loses focus. For the moment I will work with
the focus on language and consider the dimensions of language
as presented in Halliday and Matthiessen (2004).

3.3 stratification

When we consider a complex phenomenon such as language, we
are confronted with different orders of complexity. Most theor-
ies of language have separated language into levels of various
kinds, recognising these different aspects of language, even if
the separation is only between what is referred to as micro and
macro linguistic organisation. If viewed from a transformational
generative perspective attempts have been made to address this
complexity through the notion of components. This approach
has been summarised in Steinberg and Jakobovits, (1971), Lyons,
(1968) and more recent attempts in Anderson and Lightfoot (2002).
Other linguists have used the notion of stratum, for example,
Lamb, (1966) in his stratificational linguistics suggests the need
for many strata, the number necessary varying from language
to language. English, he suggests, may be considered to require
6 strata. Although, as Lepschy, (1970:121) points out, much of
structural linguistics takes a monostratal approach, which views
the relationship as being one in which “language relates sounds
to meanings”. Lamb, Pike and Halliday have taken a stratified
approach to language. Each of these has addressed the issue in
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a different way, but all imply that the language does not make
meaning by relating sounds to meaning directly. I recognise the
value of a discussion of the various approaches to stratification,
however, there is not enough space in the current work for such
a consideration. While the authors listed below do not focus ex-
clusively on the idea of stratification, or even the organisation of
linguistic theories, further discussion of stratificational and struc-
turalist approaches can be found in Lepschy, (1970); Lyons,(1968)
and Parret, (1974).

SFL uses a stratified model of language that incorporates the
levels of the expression plane (including sound systems – phon-
etics and phonology, gesture, pixels etc)6, lexicogrammar (lexis/-
grammar – or wording and structure), semantics (the meaning
system) and context (culture and situation – elements of the so-
cial structure as they pertain to meaning). Other theories have
treated the stratification as a singular split between sound and
meaning, thus making it essentially monostratal (Lepschy, 1970).
Halliday and Matthiessen (2004) suggest that this monostratal
representation is an ontogenetic relic in the sense that, while
the child’s protolanguage, having no grammar, does resemble
this monostratal configuration, where the sound represents a
meaning directly, (or, more accurately, bistratal, having a content
and expression stratum), the adult language is more complex.7.
Within the adult system, both the content and expression plane
become stratified (Halliday and Matthiessen, 2004). Thus, we
as adults have access to a meaning potential which is able to
“expand, more or less indefinitely” (Halliday and Matthiessen,
2004: 24) allowing us to variously construe our experience and
our social relations. In this way, uniqueness is built in, although it
is a very socially oriented uniqueness (hence original rather than
individual), since to be shared it must be coded (Hasan, 1999).

Halliday and Matthiessen (2004) suggest that it is not only the
content plane which is stratified, but the expression plane as well.
Thus, where content is split into semantics and lexicogrammar,
the expression plane divides into phonology and phonetics. The

6 The expression plane poses some interesting problems for multimodality as
discussed above and these have been considered in the work of Moore (2003 and
in press). I take the view, as I discuss in chapter 6, that the different modalities
may combine in contextually defined and complex ways to form a stratified
’system’ of meaning making and that while each modality independently may
not have a distinct stratal arrangement that corresponds to the organisation
of language, that, within a given context these may work together to create
meaning, thus a stratified system.

7 Adult refers in this usage to the language system not to the age at which we
make use of this system since, as Halliday suggests, “children grow up and
their language grows up with them. By the age of two and a half or even earlier,
the child has mastered the adult language ’system’, the framework is all there.
He will spend the rest of his childhood – the rest of his life even – mastering
the adult ’language’ ” (Halliday (1978:27)
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Figure 12: Stratification: reproduced from Halliday and Matthiessen
(2004:25).

reason for this they suggest is for “separating the organizing
function from the function of interfacing with the environment”
(Halliday and Matthiessen, 2004:25). If this is the case, then is it
also possible that further stratification is possible at the stratum
of context? Do we have an organising function which is separate
from the function of interfacing with the sociomaterial environ-
ment? If this is the case, then we have a stratum which makes
contact with the sociomaterial world (the sociomaterial setting)
and one which organises this (context). In many respects this
is how context of culture and context of situation comes to be
treated, although the distinction here is apparently one of instan-
tiation (see below).

According to Halliday and Matthiessen (2004:26) “the stratified
linguistic system is ‘embedded’ in context (cf. Halliday 1978; Hal-
liday and Hasan, 1985; Martin, 1992)”. This may be represented
in Figure 12 which is a nested diagram showing the stratification
of the linguistic system and its embedding in context.

Figure12 represents the nested nature of language, showing
what Halliday and Matthiessen (2004) refer to as the phylogenetic
function motivating the division between content and expression
and the strata of semantics, lexicogrammar, phonology and phon-
etics. What is also indicated here is that context is a stratum
within language as well. Although Halliday 1978 and Halliday
and Hasan 1985 both suggest that context is in fact outside of
language, this distinction is not apparent from this diagram.
Certainly context is treated as a stratum within SFL regardless
of statements suggesting otherwise. Halliday and Matthiessen
(2004:26) for example suggest that “a language is a series of
redundancies by which we link our eco-social environment to
non-random disturbances in the air (sound waves).” This con-
strual of the relationship would seem to suggest that there is a
directional movement from the culture on one side to the biolo-
gical on the other.
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Figure 13: Stratification and the contextual plane representing the union
of the social and biological.

The biological and the contextual are logically part of the same
plane as indeed the nested circle diagram represents and we
can refer to this as a contextual plane, where language meets
biology on one hand and society on the other. This perspective
is akin to taking the representation of stratification as nested
circles and stretching it such that context and biology meet. If
we were to pull context out in both directions, so from under
phonetics and above semantics, we would see biology emerge
below phonetics. The particular structure of the nesting hides the
biological because the focus is on the sociomaterial, this being the
particular orientation of the theory. If we then take the two ends,
context on one side and biology on the other, and represent them
as joined together we end up with a perspective as is represented
in figure 13.

The stretching of the strata in this way is like looking at lan-
guage from the point of view of context. This is largely a matter
of perspective, if we stand with our backs to biology and move
towards social context, asking questions about society and social
man, then the social context looms large and the expression plane
and hence biological context, becomes less significant, producing
the representation as seen in stratification above. Movement in
this direction emphasises the special status that the lexicogram-
mar has since it is the only stratum which has a semiotic stratum
above and below it. This suggests it is important in providing
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language with the power that it has (Halliday, 1974). Turning
towards biology on the other hand the expression plane and
hence the biological context are emphasised.

Looking at language from the perspective of context may be
problematic since, one of the central ways of limiting the scope
of context, both biological and social, has been to view context
from the point of view of language, thus context in terms of how
it bears on meaning8. The representation in figure13 does not im-
pact on this view, it merely opens it up to reveal the dual dialectic
which exists between language and context (extrinsic perspective)
and between content and expression (intrinsic perspective). In
fact, if it were possible to fold figure13 in half in two ways we
would see the dialectic relations that exist.

Represented in figure13 is the content plane (lexicogrammar
and semantics) and the expression plane (phonology and phon-
etics). This is set against the functional motivations for the strat-
ification of these two planes; the interface function (semantics
and phonetics) and the organising function (lexicogrammar and
phonology) (Halliday and Matthiessen, 2004). Since stratification
has taken place at the expression plane and the content plane
there may be reason to suspect that it has also taken place at
the contextual plane. So for example, we might see biological
context as akin to the expression plane and social context as
akin to the content plane with similar functional motivations
for stratification in each, albeit with person or the meaner as
the central element rather than the linguistic sign. Although I
would argue that any detailed consideration of this stratification
lies outside the domain of linguistics since, as Halliday (1978)
suggests, at context we are dealing with structural statements
which represent the most delicate distinctions of others.

As linguists, however, we are involved in research questions
which extend beyond the linguistic realm to questions which are
primarily located in the contextual plane and this is particularly
true given the focus of SFL on questions which involve going
outside linguistics. Thus, we do need to have a theorisation of
the relationship of the contextual to the linguistic or at least of
how we go outside the linguistic. Although part of the method
of addressing such questions will necessarily involve language,
given the relation of language to culture (Hasan, 1999), they are
not essentially linguistic questions, meaning that they are not
within the parameters of linguistic theory. I shall return to this
question in chapter 4 where I will discuss the implications of this
for modelling context in a contextual theory of language.

8 Although arguably, the metafunctional arrangement of language derives from
Malinowski’s configuration of context (Steiner, 1983), suggesting that in fact we
are looking from the point of view of context already, albeit, with a focus on
the internal organisation of language (Halliday, 1974).
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Figure 14: Stratification and the linguistic sign/sign user relation.

We also see in the development of a contextual plane the ap-
pearance of the linguistic sign between the content and expression
plane and the meaner between the sociomaterial and the biolo-
gical context. These two related concepts, although intimately
connected to stratification, are of a different order. The distinction
between stratification and the meaner/meaning relation is better
expressed in the figure13. Figure13 also better portrays the rela-
tion between the two interface strata; semantics and phonetics
and their relation to the contextually situated meaner.

The meaner or personality emerges from the union of the
biological and the social since these do not exist independently
of each other and neither are they independent of language. As
Halliday (1978:14) suggests,

“by virtue of his participation in a group the indi-
vidual is no longer simply a biological specimen of
humanity – he is a person. Again language is the es-
sential element in the process, since it is largely the
linguistic interchange with the group that determ-
ines the status of the individuals and shapes them as
persons.”

Context is represented in figure 14 as a plane that includes both
the biological and the social. Although Halliday (1978) is very
explicit about context being outside language and of a different
order, typically, context has been seen as a stratum within a strat-
ificational account of language. This distinction is represented
in the diagram referenced where context is seen in relation to,
but distinct from the stratificational organisation of the linguistic
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system. The confusion here has arisen largely, I would argue,
because of realisation and the fact that there is a realisational re-
lation between semantics and context. Halliday (1978:79) explains
that the semantic system is a realisation of a social semiotic and
while suggesting that there are “many different ways of going
outside language” that the semantic system is a realisation of
what the speaker “can do”.

Realisation, a concept central to the systemic paradigm, is a
question on which there has been much debate and what one
might term theoretical dynamism (see for example, Halliday, 1992;
Hasan, 1995 and 1996; Lemke, 1984; Matthiessen, 1996; Martin,
1992; Fawcett, 1988; Cloran, 1994; Berry, 1977; Hasan and Fries,
1995 and Butt, 2006). Initially discussed independently of strat-
ification, realisation has in Halliday and Matthiessen (2004:20)
come to be represented as the central organising principle behind
stratification. Hasan (1996:110-112) discusses the notion that real-
isation may be seen as being both intra and inter stratal, with
Hasan’s focus in this discussion being on the realisational chain.

Table 2: Types of realisation statements from Hasan (1996d:111).

Function
Structuring (a) Insert Intra-stratal: relates facts of different

(b) Expand order at the same strata
(c) Order i.e. intra-stratal relations

Layering (a) Conflate Metafunctional: relates facts pertaining
to different metafunctions
i.e. calibrates metafunctions

Pre-selecting (a) Rank Intra and Inter Stratal: relates facts on
(b) Stratum one rank to those on another or relates

facts on one stratum to those on another
i.e. inter-stratal relations

Realisation in Halliday (1992) and Halliday and Matthiessen
(2004) is prototypically inter stratal9 Thus, since there is a realisa-
tional relation between semantics and a social semiotic (Halliday
1978:79), and realisation is inter stratal, then that social semiotic

9 The distinction between realisation as inter and intra stratal relates to slight
variations in understanding of realisation and the two views are entirely com-
patible with each other. Thus, while realisation is ’prototypically’ inter stratal,
“we often use the term to refer to any move which constitutes a link in the
realizational chain, even one that does not by itself cross a stratal boundary (for
example, features realized as structures)” (Halliday, 1992:352). Hence realisation
is a shorthand for the entire chain which may be both inter and intra stratal as
can be seen in table 2. The central point for our discussion is that realisation is
inherent in a stratified representation.
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must be a separate stratum. Halliday is careful here to call it a
social semiotic and not context. This is perhaps a crucial distinc-
tion, and one which I will return to below and again in chapter 4

when we consider the possibility of realisation statements. Hav-
ing made a sharp distinction between context and the linguistic
system, it is crucial to recognise that a linguistic configuration is
meaningful because (and only because) it realises a recognisable
and construable configuration of socio-material relations. So the
distinction between the contextual and the linguistic is very much
an artificial one and one which we make largely for analytical
reasons.

3.3.1 Context of context: ideology

Since I have pushed out to the social semiotic, I want to return at
this point to the question of ideology. In the previous chapter, the
idea was raised that if language is seen as social, then our theoret-
ical representation should see language as inherently ideological.
Ideology is one of those terms which, reaching across disciplines,
has come to gather so many meanings that, like context it is
difficult to define. And these two terms – context and ideology –
are intimately connected. Context and ideology are both concepts
which frequently need to be invoked in research but which are
difficult to motivate with any consistency, particularly in rela-
tion to language. Where context may be seen to give species or
specifications, ideology is likely to be a semantic drift impacting
on all types of text since it is a construal of the social and event
structures of daily life (Butt, 2009). Such pervasive motifs can not
be avoided since they exist in the small insignificant moments of
daily life that we are barely aware of and thus impact on us even
when we do our best to avoid them.

Ideology may be thought of as the study of ideas, yet this
is not really how it is used. To understand this we need to re-
turn to some of its origins. I begin here with Marx because it is
from Marx that most of the social approaches to language get
their notion of ideology. After all, it was against that biological
perspective on language that Marx himself was arguing (Marx,
1867/1976). Marx uses the term ideology largely as a criticism of
the universalist tendencies of the economist Destutt de Tracy and
the Hegelian Idealists, both of whom he regards as separating the
idea from both the social and the mental realm, making it a class
of its own above both language and social relations10. Thus it
comes to be treated as naturally logical and thereby true. Giroux
(1981) suggests that Marx never fully developed his treatment

10 Hence, these theorists were ideologues who, by divorcing the idea from its
relation with language and society created ideology – or the study of ideas as
an alienable object. A feat for which they were being roundly criticised.
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of ideology and he is by no means alone in this claim. It is true
to say that it is not possible to isolate a single quote which puts
forward a notion of ideology, and given Marx’s opinion of ideal-
isation, this is hardly surprising. However, if we consider the
themes which run through his work, it is possible to extrapolate
from these his conception of ideology (Larrain, 1983).

For Marx, ideology is in a dialectic with the specific mode of
production, but often appears in ways that seem natural rather
than as a result of, and producer of, capitalism. The archetypal
example is the presentation, within capitalism, of the labour
exchange as voluntary, which mystifies its actual nature. Under
serfdom and slavery, the unpaid portion of labour is obvious,
whereas with wage labour the paid and unpaid portions of work
are indiscernible, thus presenting the entire expenditure of labour
power as an equal and fair exchange for wages. Similarly, profit,
the extraction of unpaid labour power (surplus value), appears
rather as a revenue earned by capital. Its origin thus seems,
superficially, to lie in exchange, concealing its extraction from
within the sphere of production.

Superficial appearances aside, it is the accumulation of capital,
which, for Marx, is the motivating force under capitalism. Above
all, the goal is the accumulation of money capital, or value, money
reducing everything to a single unit of measure. Activities and
services are deemed unproductive, and their financing socially
unnecessary, except to the extent that they contribute to the
accumulation of value. It something has no value, the labour that
went into it is likewise deemed worthless: the good, service or
creation may have a very clear use value, but not an exchange
value. To serve accumulation, products must be commodities,
possessing not only use values but value. It is for this reason that
the pressure towards commodification exists. Under capitalism
anything without a clear value will be under threat: either it will
not be produced or it will be restructured or transformed.

This brief excursis into a rather economistic discourse does
have a point. It is here, in the social structure that we find the
origins of the ideology that we see in language. They are in a
dialectic relation. So, in Giroux’s (1981) interpretation of Marx,
ideology is on the one hand a system of ideas that distorts reality
in order to serve the interests of capital, while on the other hand
it is a means of penetrating beyond the consciousness of human
actors and motivating change. Much of this mystification process
goes on behind the backs of the larger portion of society, not so
much because they are deliberately misled or wantonly unaware,
but because language as a social phenomenon is all pervasive.
Language and thought are not in realms of their own, but only
manifestations of actual social life. Thus, they have no inherent
veracity or moral imperative (Marx, 1867/1976). But because
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they are manifestations of actual social life, we are not aware
of the patterning during the conduct of our daily life and nor
can we afford to be if we are to maintain smooth social relations
(Sapir, 1949). It is in this sense that ideology is both positive and
negative. It is a distortion of reality that appears as if natural but
our awareness of this is a means of penetrating our daily social
processes and thus motivating change.

Kress and Hodge (1979) take up this traditional Marxist ap-
proach to ideology, although I would argue have a tendency to
idealise it somewhat. They see language as the practical con-
sciousness of a society and that this is necessarily a partial and
false consciousness. This leaves room for manoeuvrability over
the exact readings of ‘partial’ and ‘false’. Defining ideology as a
systematic body of ideas, organised from a particular perspective,
Kress and Hodge (1979) thus see ideology as a category com-
prising sciences, metaphysics as well as political ideologies of
various kinds. Ideology they contend, involves a systematically
organised presentation of reality which necessarily involves de-
scription through language. Hence, presenting anything in or
through language involves selection, and selection brings about
certain patterning. Language thus becomes an instrument for
control and the grammar of a language it’s theory of reality. So,
language here is seen as “the medium of consciousness for so-
ciety” (Kress and Hodge, 1979). This implies that language is a
conduit for thought and that linguistics is a subtle instrument for
the analysis of consciousness and ideology in a society without
implying anything about its status and reliability as a guide to
reality (Kress and Hodge, 1979).

Like Kress and Hodge, Martin(1985) sees any discussion of
ideology as necessarily one of language. He conceives of lan-
guage as a tristratal model with genre being realised in register
and register being realised in language. Unlike Kress and Hodge
however, he places ideology as a separate stratum with in the
contextual area. The rationale for this is that any generic choices
are inherent realisations of ideology and thereby below an ideolo-
gical semiotic on the realisation scale (Butler, 1989). Ideology, like
all semiosis in Martin’s model, can be approached from either the
synoptic or dynamic perspective, that is, as product or process.
Although their separation is only a logical one, practically they
are inseparable, and must be remembered as a whole not as parts.
Both perspectives are necessary to give a complete picture of
what is occurring (Martin 1985). Looked at from the synoptic
perspective, ideology can be seen as a kind of lect associated with
a particular group of users. From the dynamic perspective, it is
more like a type of language which is adopted when a conten-
tious issue is to be debated. This Martin refers to as ideology in
crisis (Martin, 1985).
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It is not entirely necessary to make this distinction between the
dynamic and the synoptic. Hasan treats ideology as present in
both the system and process of language. Thus, it is both synoptic
and dynamic at the same time. Taking the most frequently quoted
Marxian definition of ideology as “a deliberately misleading
system of ideas”, Hasan (1986) proceeds to give a reading of
this definition saying that ideology is deliberate in the sense
that “it arises from sustained social practices” (Hasan, 1986:125).
Hasan also states that the process, as Martin calls it, can be
deliberate in the way that certain ideologies can be maintained
and nurtured deliberately “through receiving a coherent-seeming
philosophico-logical rationale in the uncommonsense reflections
of a community” (Hasan, 1986:125).

In response to the claim that ideology is a misleading sys-
tem of ideas, Hasan says that “a system of ideas can definitely
be misleading even while it is being supported by an overarch-
ing, most clear-sighted-seeming analysis of social phenomena”
(Hasan, 1986:125). However, as Hasan points out, this can not
be true since it leads the researcher to an understanding of the
ideology in question, since if something is universally false it
must be true at least in one sense. And here we return to Marx’s
suggestion that ideology is both positive and negative; being both
the reason and the means for change.

The concept of ideology, for Hasan is further defined and spe-
cified as diagnostic of the underlying principles that structure
the society in which an ideology is both embedded and support-
ive. Hasan sees ideology as evidenced in the small day-to-day
events and activities that people carry out without any conscious
reflection. Thus, like Marx, who pointed to the apparent inher-
entness of certain ideologies in language as being crucial to their
continued prominence, Hasan claims that “the most important
attribute for the maintenance of ideology appears to be its so-
cially constructed inevitability”(Hasan, 1986:125). It is through
language and its dialectic with the social structure that ideology
is nurtured and maintained as a “socially constructed system of
ideas which appears as if inevitable”(Hasan, 1986: 126).

Ultimately, the claim that language is ideological rests on the
stance which is adopted on the nature of language. If we believe
that language is bio-genetic, then language as a system can not be
ideological as we should all reach the same conclusion as to what
is right and wrong, good and bad, true or false, and we do not.
If however, language is socio-genetic, then it must have ideology,
since, there is a dialectic between process and system. The system
is formed by the instance and the instance is informed by the
system. If one is ideological, then the other must be also (Hasan,
2001).
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Language is dynamic; it is forward moving at the same time
as it is rooted in history. Language arises from the impact of the
material with the conscious modes of being and thus it is subject
to changes in the material conditions (Halliday, 1992). Since they
are in a dialectic, change will occur at both ends: the material
conditions and the linguistic conditions must change together.

3.3.2 Can we expect a realisation statement?

According to Halliday and Matthiessen (2004), realisation is the
central organising principle of stratification within a SFL theory
of language. It is the basis of the systemic organisation, and
for Halliday, realisation is a four-way articulation. Realisation 1.
construes, 2. is construed by, 3. reconstrues (to bring time in) and
finally 4. does it all symbolically i.e. redounds with (Halliday,
1992:352-359).

This realisational relation is one that is inter stratal. Realisation
is a central principle of stratification, and because of this we
can say that stratified systems might also be called realisational
systems (Halliday, 1992 and Butt, 2006). It is abstract in nature,
since the strata themselves do not exist in any material sense. Yet
as Halliday suggests, realisation is “. . . a solidary relationship,
and the more it can be projected on to context, the more solidary
it becomes” (Halliday 1994). Having said this the exact nature of
realisation at context is unclear.

Because of the relation between context and semantics (while
context lies outside language, it is in a realisational relationship
with semantics), there is reason to expect that there will be real-
isation statements. But there is no reason to expect that these
realisation statements will be of the same form or nature as real-
isation statements between other strata since the system is not
symmetrical. The issue here is that

“as long as you concentrate your attention on the core
of the linguistic system, on linguistic form (grammar
and vocabulary), then the interrelationships that you
are studying are – or can be treated as if they were –
wholly bounded within language, since their imme-
diate points of reference are also within language: on
the one hand the semantic system, and on the other
hand the phonological system. But once you become
concerned with the linguistic system as a whole, in-
cluding the semantic system, then you have to look
outside language for your criteria of idealization” Hall-
iday (1974:82).

.
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The way that Halliday goes outside language is to allow others
to answer questions at the level of context. Here he employs Bern-
stein’s (1971) theorisation for two reasons: 1. Bernstein’s work
is “a theory of the social system with language embedded in it”
(Halliday 1974:83), and 2. it examines the function of language in
the social system. So, here we have the means of idealisation, as
Halliday refers to it, for the semantic system, since, “the semantic
system, which is the meaning potential embodied in language,
is itself the realization of a higher level semiotic which we may
define as a behavioural system or more generally as a social
semiotic” (Halliday 1974:86). So with context networks we step
outside language to other fields. We will return to this when we
examine contextual models in chapter 4, with a focus in partic-
ular on how both Hasan and Butt have employed this strategy.
I will state here however that this strategy is only possible be-
cause both the social theory (Bernstein, 1971) and the linguistic
theory (Halliday 1974) are structured around the same Marxist
philosophical underpinnings whether explicit or not. Certainly
in representing the ultimate realisation of our semantic system
as dependent on Bernstein’s (1971) representation of the social
system Halliday is supporting Bernstein’s methodology which
as Bernstein says, “used Durkheim and Marx at the macro-level
and Mead at the micro-level to realize a sociolinguistic thesis”
(Bernstein, 1971:196).

3.4 system

A wide range of areas make use of systems as an analytical
construct and organising principle. This diversity can now be seen
in the interdiciplinary concept of systemics and all its variants (e.g.
cybernetics, systems theory, complexity and complex systems
thinking). Klir (1967), noticed “profound similarities between
phenomena in diverse fields” and set out the principles behind
systems as a way of explaining this apparent connection. Systems
are interrelating entities and may be real or abstract. It should be
pointed out however that real systems are not describable and
are in fact the object of analysis in most cases, while abstract
systems are our means of analysis or our analytic tool. There is
also a distinction between natural and designed systems, and
again, it should be remembered that natural systems are natural
in a limited sense of the word just as real systems are ’real’ in
a limited sense of the word. Our recognition of a system as a
system is an artifact of our analysis not an inherent property. We
decide what a system is by defining its boundaries and deciding,
for various reasons, what is in and out of the system, what is part
of it and what is part of its environment.
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Behind the idea of systems is their interaction with the environ-
ment in which they occur. Context, or more properly the concept
of boundaries, is integral to the organisation of systems. Systems
can be analysed both qualitatively and quantitatively. Complex
systems theory is perhaps closest to the use to which systems is
put in SFL.

3.4.1 Systems in Systemic Functional Linguistics

As the name suggests, within SFL, description on each stratum
is functionally organised into systems. What this means is that
language is represented as a set of choices. Systems represent not
what is, but what is possible. In this sense, systems are on the
paradigmatic axis of language (Halliday and Matthiessen, 2004 p.
22). Although a student of Firth, Halliday (1974:39-40) suggests
that his particular take on syntagmatic and paradigmatic is much
closer to Hjelmslev in that he sees the the system as potential and
that this potential is coupled with its actualisation. Halliday (1974)
sees this as distinct from Firth’s notion of the typical/actual that
suggests that both paradigmatic and syntagmatic relations are at
the same level of abstraction.

While seeing his view as distinct from Firth’s in the sense
that it is a more abstract representation, Halliday (1974) does
suggest that potential and actual are at the same level of ab-
straction, this being necessary for the two terms to be relatable.
This statement would appear to bring Halliday’s claim more in
line with Firth’s claim, however, Halliday’s (1974) distinction is
between potential and actual, which is, as he says, distinct from
Firth’s (1957) Typical-Actual. While Firths (1957) typical/actual
distinction might be said to be a statistical relationship of the
typical based on the average actual, the potential/actual is a pro-
jected potential that may or may not have an actualisation. The
potential is an idealised possibility against which the actual is
set. Thus, we have a potential, a typical and an actual. The rela-
tionship between typical and actual is one of average, while the
relationship between typical and potential is one of probability.

The tight interconnection between the dimensions becomes
apparent when we attempt to discuss them independently. In
discussing systems it becomes clear that the instantiation rela-
tionship is integral to a discussion of system. The dimensions
behave in an interconnected way much like dimensions in other
areas of research. Just as a dimension such as volume is almost
impossible to talk about without invoking other dimensions, here
system needs to invoke both structure and instantiation. Halliday
(1974:101) for example states that “in considering the system as a
potential, I personally find it useful to characterise this entirely
in paradigmatic terms, and to regard structure, the structure that
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underlies the process, as derived from this”. 11 This makes it quite
clear that there is a tight relationship between structure, system
and potential. What is not entirely clear is how this corresponds
to the Halliday and Matthiessen (2004:20) representation of the
relationship.

In Halliday and Matthiessen (2004), instantiation, system and
structure are distinct and in this particular section I will try to
focus on system despite the interconnectedness of the concepts.
System appears to be being used in a number of different ways.
Firstly, there is system as in the language system or the social
system or the semiotic or behavioural system. This is the kind
of system that Halliday refers to when he says “I see language
essentially as a system of meaning potential (Halliday 1974:86).
This corresponds to system as potential and relates to the cline of
instantiation (see below for further discussion). Secondly, there is
system as in the semantic system, the lexicogrammatical system,
or sounding system. This is the use of system expressed in the
quote “this is what I mean by potential: the semantic system is a
network of meaning potential.” (Halliday 1974:87). Lastly, there
is the meaning of system that is expressed in Halliday and Mat-
thiessen (2004) and encapsulated in the the quote which follows
on from my previous citation “the network consists very simply
of a set of interrelated systems” (Halliday 1974:87). Halliday con-
tinues “the system being used here in the Firthian sense, though
perhaps slightly more abstract, and making fuller use of his own
’polysystemic’ principle” (Halliday 1974:87). It is this final use of
system which I will discuss below under system mechanics since
this is the closest to the use of system presented in Halliday and
Matthiessen (2004:20).

The multiplicity of uses for system do lead to some confusion
over terminology. The system which we analyse should not be
confused or conflated with our analytical representation of that
system. Our analytical system is knowable and finite while the
other is not. These are two very different levels of abstraction.
The system is essentially our object of analysis 12 while system
networks are our means of describing that system. The multiple
uses of system as laid out in SFL are represented in figure 15.

11 Bateman (2008:25-26) has suggested that the focus on the paradigmatic repres-
ents one of the central problems with SFL and is a major barrier to the theory
being useful in developing automatic parsers. A similar argument has been
made in O’Donnell and Bateman (2005).

12 Although as Halliday (1985) suggests the domain of linguistics or indeed a
social semiotic stops short of attempting to account for the social system itself,
rather, it draws on the social system as explanation. If we consider it in terms
of our model above, then what we have is the parameters for the theory or the
bounds within which certain things hold. So, we do not try to explain why the
social system is as it is or make predictions about the social system, rather we
use the social system to understand language.
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Figure 15: Multiple uses of System within SFL

The question of abstraction also extends to the relationship
between system and instance and we will discuss this further
below. Within the dimensions of language as represented within
SFL the positions of the systems are seen by Hasan (2004) to
extend towards instance with the instance being the end point of
the system. Within this representation, delicacy is mapped onto
instantiation. Mapping delicacy in this way means that systems
run from system, or the more abstract representation, towards
instance, or the more concrete end of representation. In this
representation generality is opposed to delicacy and specificity
maps onto stratification. This representation is seen in diagram
16.

Alternatively, it is possible to see delicacy and specificity as
being entirely located at system. Here they are seen as an ab-
straction occurring at the dimension of system. A variation on
this is the separation of delicacy and specificity from dimensions
and as features of system not conflated onto any dimension of
theory. This particular representation sees delicacy and specificity
as features of system where system is understood to be either
the language system or systems at a level of language rather
than the abstract notion of system or the social system as a whole.
Hence, in this understanding, while specificity and delicacy relate
to the extension and elaboration of systems in general they are
only meaningful in terms of description and thus at the stage of
modelling. This conception of system is represented in figure 17.

This distinction as outlined above is what Halliday refers to as
the line between theory and description (Halliday, 1961/2002);
Halliday, 2002). Delicacy in Halliday (1961/2002:58) is described
as,
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Figure 16: Delicacy seen as extending along the cline of instantiation

Metafunction

S
tra
tific

a
tio
n

In
sta
nt
iat
ion

System

Instance

R
ealisation

Delicacy

S
p
e
c
ific
ity

S
tru
c
tu
re

Figure 17: Delicacy seen as a feature of system separate from instanti-
ation and the dimensions of language
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the scale of differentiation, or depth in detail. It is
a cline, whose limit at one end is the primary de-
gree in the categories of structure and class. In the
theory, the other limit is the point beyond which no
further grammatical relations obtain: where there are
no criteria for further secondary structures, or systems
of secondary classes or formal items. In description,
delicacy is a variable: one may choose to describe a
language without going beyond the primary degree,
still being comprehensive in rank and exponence and
making use of all the categories of the theory. Each
subsequent increase in delicacy delays the move to
the exponents and thus increases the grammaticalness
of the description. The limit of delicacy is set by the
means at one’s disposal.

This is a somewhat problematic use of cline and one which
appears to have proliferated in SFL. Cline, as it is generally un-
derstood in the wider scientific community relates not to degrees
of delicacy, but to degrees of relatedness. Hence, cline is more
appropriately associated with specificity (note here the relation-
ship to species) than it is to delicacy. There are problems with
associating the notion of a cline with delicacy or specificity since
specificity in SFL systems are aspects of a system not types of and
delicacy is subcategorisation thus neither truly match the concept
of cline. Where cline does seem appropriate is in discussing the
degree of relatedness between things, be they registers, genres,
texts, languages or smaller units such as process types (although
here one verges on entering into the problem of delicacy and
specificity). The distinction here is that this is not a place in the
system but a path through the system or more correctly systems.
Thus, it seems cline is a concept most appropriately applied in
description not theory.

3.4.2 System Mechanics

All levels can be represented as networks of options with the
networks rendering any degree of complexity by combining 5

primitives:

• or: option between X or Y

• and: option between X and Y

• only if: only if X and Y

• both: both X and Y

• iteration: re-enter the system and choose over.
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For further discussion on this point refer to Hudson (1971), Butt
(1999/2004) and Berry (1977).

As well as the primitives outlined above, the organisation of
the systems centres around the distinction between 2 crucial
elements: parameters and features. These distinctions, like the
primitives above, are very general in their usage, however, they
are here defined for their specific usage within SFL and may be
thought of as being at the level of system mechanics, since they
relate to the organisation of networks. They are used in a similar
way on all strata, but they have changes peculiar to context.

Halliday and Hasan (1985) suggest, that context is outside of
language and is thus a different sort of environment (see also
Halliday and Hasan 1976 and Halliday 1978). Context is different
to other strata because of the relationship in which it stands to the
other strata. Context may be thought of as being in some respects
similar to the parameter for all other strata and as such, standing
in a distinct relationship. Although, as Firth (1957) suggests, each
strata provides an environment, and is therefore like a parameter.
Halliday (1974) departs from Firth on this point at least. Where
the environment of a system for Firth was part of the structure,
for Halliday it is systemic. This is expressed in the following
outline of the definition of systems from Halliday (1974:87).

“Let me just define it: a system is a set of options, a set
of possibilities ‘A, B or C’ together with a condition of
entry. The entry condition states the environment: ‘in
the environment X, there is a choice among A,B and
C.’ The choice is obligatory if the conditions obtain,
a choice must be made. The environment is in fact
another choice (and here I depart from Firth for whom
the environment of a system was a place in structure
– the entry condition was syntagmatic, whereas mine
is again paradigmatic). It is equivalent to saying ‘if
you have selected X (out of X and Y), then you must
go on to select either A,B or C’. The ‘then’ expresses
logical dependence – there is no real time here – it is
a purely abstract model of language as choice, as sets
of interrelated choices.” Halliday (1974:87-88)

By building in values for probabilities we arrive at a weighted
description that is customised to the ‘typical-actual’ of a given
situation type (or register). Individual situations, roles, or parti-
cipants can be profiled by their pathways through the networks
and/or by the ensemble of options across the levels which are
most typically invoked (Halliday and Matthiessen, 2004). And
thus we return to our question of the relationship between system,
instantiation and structure. This issue will be, at least partially,
discussed in the section on structure.
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3.5 structure or syntagmatic order

Structure is another term which has many meanings for many
people. Structure has been utilised across many disciplines and
for very different reasons, meaning, as Halliday (1974:88) sug-
gests, “we may have some confusion here through the use of the
term structure”. Within systems theory, structure usually defines
what a system is made of, or defines a network of many to many
relations. Within mathematical logic, it is more like a set together
with functions and relations and in social theory it is underly-
ing relatively enduring patternings or relations. Although it is
possible to see the underlying connections between these diverse
meanings, and this is by no means an exhaustive account, the
way the term is employed in SFL is somewhat different and, one
might add, various.

As we employ the term in SFL, structure usually defines the
output of a system network. As Halliday (1974:88) states,

“the structure is the form of representation of syntag-
matic relations. The output of any path through the
network of systems is a structure. In other words, the
structure is the expression of a set of choices made in
the system network”.

The definition of structure as given in Halliday and Matthiessen
(2004) varies considerably from the use of structure as outlined
by Halliday 1974 and elsewhere. Structure is seen to be organised
around the concept of rank. As represented in Halliday and
Matthiessen (2004), structure appears to relate only to the level
of grammar. Certainly this is where rank has been most clearly
elaborated, however, if structure is seen as the representation of
choices from systems, and systems are a means of representation
on all levels, then it would seem that structure (and thus a rank
scale) is also possible on all levels. The caveat here is that for
Halliday at least, context does not fall into the stratification of
language. However, context does have a realisational relation
with semantics and thus we might expect that there is a rank
scale in context and that it is in fact the structural output from
system networks at the level of context that semantics interfaces
with.

Structure is also seen to be a constituency relation and here
Hasan’s (1999) notion of contextual configuration and generic
structure potential seems to fulfil the requirements for a structural
statement. However, the way in which this specifically represents
a set of choices from networks at the level of context needs to be
explored more fully. This will be discussed further in chapter 4

where we consider some of the different modellings of context
within SFL.
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Representation of structure is potentially varied on each level
(Halliday 1974). While a constituent representation is “an ad-
equate form of representation of the structures that are the out-
put of the lexicogrammatical level” (Halliday 1974:88) there is no
reason to expect that this will be the structural representation
on other levels since as stated previously, the system is in no
way symmetrical. The semantic system for example may have
very different representations of structure and context different
again. Halliday (1974) suggests that the structural representation
of semantics may be some form of relational network.

While social structure is certainly important, and is arguably
our means of idealisation at the semantic level, it is function
that is perhaps more important in understanding the relation of
the linguistic system to the social system. Although forming an
integral part of the name of the theory, function in SFL seems
to be under utilised as a concept. It is function which underpins
the idea of Generic Structure Potential and function which is
(meant to be) the organising principle of systems and networks
and the underlying organising principle behind context more
generally. Within SFL function is most prominent in the form of
metafunction.

3.6 metafunction

Metafunction forms one of the core dimensions of language for
SFL. In chapter 2 we saw the strong functional roots from which
SFL drew its motivation. These understandings of function were
largely mathematical in origin. What this has meant is that in SFL
we see a distinct line drawn between function as use and a more
abstract understanding of function. This separation of function
from use is a crucial move in making function do more work as
a theoretical concept. Halliday (1974) sets out from the options
available to English middle class mothers in constraining the ac-
tions of a child. Notable in his overall functional theory is the way
that the development of a network of semantic ‘options’ rests on
the distinction of ‘use’ from ‘function’/‘metafunction’. Language
is employed in a myriad of uses; and the consideration of myriads
of such uses leads to a more generalised (though still not general
in a mathematical sense), more abstract statement of affinity of
purpose – the movement towards generalisation being another
necessary step in any account of phonological, lexicogrammatical,
semantic or contextual regularities. At the grammatical ‘face’ of
purpose, one seeks evidence of co-dependent options (as Halliday
earlier found in mapping networks for lexicogrammar). Mood
and modality contribute to meaning in a way that is not evident
between, say, transitivity and modality. The ‘interpersonal’ work
of mood and modality exemplify functionality inherent in the or-
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ganisation of the systems of coding. This is not a case of ‘bigness’
(viz. the earlier ‘macrofunction’), but of abstraction (hence, the
introduction of ‘metafunction’). The term ‘sociosemantics of lan-
guage development’ refers to this process, whereby the original
social functions of the infant’s proto-language are reinterpreted,
first as ‘macro-functions’, and then as ‘meta-functions’, functional
components in the organisation of the semantic system (Halliday
1978: 121).

Macro-functions are a case of generalisations from the social
functions of the proto-language, but metafunctions are a grasping
of the abstractions that come from experiencing the world and the
separation of function from use. An important extension to the
Malinowskian legacy has been achieved – everything in a cultural
context may be functional and in that sense, therefore, meaning
bearing. But, Halliday is also demonstrating, through the poly-
systemic mapping of semantic choice, that function (albeit of an
abstract kind) provides the optimum way for understanding the
internal relations of a language system, not just the externalised
tasks to which it is employed. By contrast with Hymes, and even
Jakobson, who also developed functional accounts of language,
Halliday’s ‘context of situation’ has a place alongside other forms
of linguistic statement. The statements most helpful in clarifying
this place include Halliday’s (1991) discussion of text and context
in educational linguistics. The trope Halliday employs is that of
‘climate and weather’.

When we arrive at the level of a given context, we are already
‘in the culture’ – hence, we do not need to proceed to culture.
Rather we have the task of elucidating what we find ‘there’ in the
‘typical-actual’, as Firth referred to it. Halliday’s own practice in
this regard appears to be cautious: the investigations which he
undertakes are organised around field, tenor and mode (more
abstract than Firth’s relevant objects; participants etc.). But the
variables cited as relevant for any given account of context/text
are proposed in relative proximity to the register under descrip-
tion (i.e. around mid points on the cline of instantiation, see
discussion of this point in Hasan 1995). Still, the contextual vari-
ables permit prediction of the choices ‘at risk’ in the semantics
and in the lexicogrammar.

3.7 instantiation

Halliday uses a tripartite representation of language, which has
language as system, language as behaviour and language as
knowledge. Language as system encapsulates the abstract struc-
ture of language. This accounts for the regularised (although
changeable) patterning that we see in language. It is this regu-
larity that makes prediction and a certain degree of formalism
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(at least of a functional nature) possible. Language as behaviour
looks at the activity of language, while language as knowledge
looks at the way in which we know language. But we do not do
these things independently. We do not know language as a set of
abstract rules. Rather we know language in the sense of knowing
how to use it, in the sense of knowing how to communicate with
others (Halliday, 1978). In practice these things occur together.
When we do research, it is language behaviour and knowledge
that we face; yet it is the seemingly inaccessible system that we
need to encode in order to produce or predict text.

The concept that encapsulates this problem is what Halliday
(1978) calls the cline of instantiation. This is a way of looking at
the relationship between System (which at the level of context
means the culture) and Instance (which at the level of context
means the situation that we are in), although the relation is
perhaps not as uncomplicated as this definition suggests.

Instantiation does not have such a wide spread usage across
different fields. Relatively restricted in its use, instantiation may
be seen as a term in mathematics, formal logic, philosophy and
computer science. Many of these usages are related quite closely
to each other. Perhaps the most useful for our purposes here is the
Aristotelian Principle of Instantiation which suggests that a prop-
erty that is stated must be instantiated (Loux, 2006). Although
not strictly originating with Aristotle, the idea was pursued quite
strongly in the work of Aristotle (Loux, 2006). The strong real-
ism of the principle as stated here is lost to some extent when
we move from pure description to systems theory. This point is
discussed further below.

Elements of the principle of instantiation may be seen in the
usage to which computer science puts the term and this is per-
haps a more useful approach for understanding instantiation in
SFL since the realism so evident in the Aristotelian approach has
been modified to some extent. Instantiation in computer science
relates specifically to ontology development, most often in object
oriented programming, where creating an instance of a class is
called instantiation.

Within SFL instantiation is at some points, used to map the
move between system at one end and instance at the other. The
three central notions which relate to instantiation are set out in
figure 18.

But these concepts, while related to each other, are distinct con-
cepts. This relationship between instantiation, potential, typical
and actual is represented in figure 19.

It was suggested above that a systems theory approach to in-
stantiation is not so laden with realism. Certainly, the concept of
system and instance as set out under instantiation in SFL would
seem to be a much more abstract notion than that indicated by
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Figure 18: Three clines and their organising principle
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Figure 19: The relationship between instantiation, potential, typical and
actual

the principle of instantiation. Because of the nature of a system
and the abstraction involved, it may be that an uninstantiated
class in a system is the ultimate example of choice or potential.
Because the instance is not real in the sense of being contextually
locatable, but is rather a representation of a selection from the
system, it may be that it is possible to create a text that has no
contextual likelihood. Instantiation as a relation is not contex-
tualised. It is, as Halliday (1992) suggests, entirely intrastratal.
Because it is intrastratal it does not reach the actual. The actual is
interstratal and thus is contextualised. Instantiation is the relation
that exists between the theoretical abstract and an instance of
that abstraction. As such it can be thought of as a relation rather
than a cline. The relationship of instantiation exists between all
abstractions and the instance of that abstraction regardless of the
level (see footnote for further discussion of this point).
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Love (2009) in commenting on instantiation makes the point
that

“what is highly contentious is that ‘saying the same
thing’ in such a case is to be interpreted as instantiat-
ing an abstract invariant, viz. the ‘thing’ . . . that has
been said twice. Once one makes that reifying move
there is nowhere to stop . . . at what specifiable degree
of enlargement do the differences and gaps begin to
matter and why?”

Love’s concern here is an important and genuine one. The issue
of reification is certainly one which needs to be addressed in any
theory and the concern of comparability of ‘sameness’ is central
to the issue of instantiation and indeed several other issues such
as congruency and, more importantly, agnation 13 .

Love’s concern here stems in part from a non-stratified mod-
elling of language, which produces a flat analysis of patterns
that would otherwise be spread across the strata. Once language
is modelled as stratified, the levels of abstraction become clear
and we see that there are very definite points where gaps and
differences matter and that these matter for a particular reason.
As Hasan (1996d) argues, sameness relates only to the category
being instantiated and not to other features. Hasan (1996d) draws
here on the example of agnation. Agnation, Hasan (1996d:112)
suggests, is variable, with “the variability resulting from what
is treated as the defining characteristic of the paradigm under
focus i.e. what systemic features are required to be in common”.

Love (2009) also raises the concern that through the abstraction
involved in instantiation, we run the risk of creating “entities that
are merely artifacts of the method itself”. Again, this is a valid
concern, however, it is the case with any abstraction that it results
in artifacts. Love’s two concerns are connected: by distinguishing
between when difference matters and when it doesn’t we need
to abstract, but in abstracting we run the risk of reification and
creating artifacts. Further, we run the risk of conflating our object
of analysis with our method of analysis or analytic tool. This to
my mind is a more perturbing problem, however, if we are to
theorise at all then we need to take these risks. Language itself
shows the history of reification and the creation of artifacts. As an
abstract system, an abstract theory of our experience and world,
language faces the same problems of reification.

These concerns aside, the notion of instantiation in SFL is en-
tirely non-contextual and located within theory and within a

13 Indeed, the idea of a potential rests upon the notion that there is a sameness
between things on various criteria such as meaning. This makes the determ-
ination of a basis for establishing similarity crucial to SFL as a theoretical
description of language.
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particular strata. Although it has been suggested that instanti-
ation relates to the Firthian concept of “renewal of connection
with data” (see Firth 1957 cited in Hasan 1996d), this does not
mean that we connect with actual contextualised data. Hasan
(1996d:112) states that “there is no valid SE such that it cannot be
instantiated”. This statement seems to suggest a return to the real-
ism of the Aristotelian claim, however, she continues by saying
that “instantiation is not necessarily something that has already
been ‘said/uttered’; it is the ‘sayable’ – what could be taken
as an instance of the category in question” (Hasan 1996d:112).
This clarification places instantiation firmly within the realm of
theorisation and, although Hasan (1996d:112) also suggests that
instantiation is not stratally limited, her example, that the same
clause could instantiate selection expressions (SE) on various
strata, only further suggests that language is stratified and that
descriptions on one strata are simultaneous to descriptions on
other strata, making the realisational relation more obvious.

In one very limited sense it is possible to see the instantial rela-
tion as reaching from descriptions at different levels of abstrac-
tion through to the actual contextualised language. As Martin
(2006:296) points out in a footnote,

“all levels of abstraction instantiate; so referring to
genre and register as subpotentials on the instanti-
ation cline is in fact a short-hand for saying that their
realisation in discourse semantics, lexicogrammar and
phonology/graphology instantiates too”.

However, the relationship of instantiation is not best represented
by a cline, since the relationship of instantiation is between an
abstract category and an instance of that category and this is not
a relationship of variation. The relationship between instances is
better represented as a cline since here the same abstract category
may be instantiated by otherwise differing instances.

The variation in instances is represented in Martin (2006) as
something that is modelled by instantiation. Martin (2006) refers
to instantiation as one of his three hierarchies, these being real-
isation, instantiation and individuation. Martin (2006:285) draws
on the metaphor of climate and weather as set out in Halliday
and Matthiessen (1999). Instantiation, Martin (2006) suggests is
like the weather; “the capricious flux we experience day to day”,
while system is like climate, “the relatively comforting inertia
we try to use to plan”. The metaphor leads astray somewhat
however, since weather is not “the capricious flux we experience
day to day”. Weather and climate are, as Martin (2006) says in the
very next line “the same thing looked at in different ways”. This
is an important distinction and one that Halliday makes when
he says that they are at the same level of abstraction. Instanti-
ation is a relation between the category and an instance of that
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category. The ’capricious flux’ that we experience is just that, a
capricious flux. Weather by comparison is relatively organised
since it corresponds to the climatic measures. The problem with
this metaphor is the same problem that we have with instanti-
ation for selection expressions at a number of the strata. Once we
have selection expressions which take in patterning from across
several categories (like weather or any systemically emergent
feature such as power) then we have a partial conflation with
structure and instantiation 14.

As a step towards discriminating between the different types
of relations that pertain I am proposing that a distinction be
made between the two interstratal relations – realisation and
actualisation – and the two intrastratal relations – instantiation
and exponence. Realisation and instantiation have been covered
already, however the further elaboration of these together with
actualisation and exponence remain for future research. They are
the subject of a paper in preparation based on a conference paper
given at ISFC 2010 in Vancouver. Briefly, following Butt (2001

and 1996) exponence is defined as the relation between terms
within the same strata. Actualisation is defined as the relation
between the actual and either the potential or the typical. To
bring in the notion of context we need to move from the notion
of instantiation to the notion of realisation and this brings us to
register.

3.7.1 Register

Falling between the system and the instance or the potential and
the actual or the potential and the instance is subpotential (Halli-
day and Matthiessen, 2004). It is subpotential which makes the
dimension of instantiation seem particularly to focus on context,
although, as we discussed above it relates to all of the strata (Hal-
liday, 1974). Instances that share a similar function, e.g. instances
of ward rounds in hospitals, typically share a similar structure.
Halliday and Matthiessen, 2004 refers to these situation types as
registers and they represent a functional variety of language. The
value of register is that we do not have to describe everything.
Register can be thought of as an aperture on the culture. So, we
are not faced with the full complexity of the culture. This does
not mean that we do not keep the culture in mind. Any picture
of a part of the system necessarily has the full system behind
it. With register we set out from the instance, but keep in mind
that each instance is a take on the system. Our notion of what
constitutes an instance is shaped by our understanding of the
culture/system. So, although Halliday represents the relation-

14 This issue is covered in Hasan’s discussion of realisation mentioned previously
where she outlines the relationship between inter and intra stratal realisation.



3.8 review 99

Potential

P
robabilistic relation

A
ctualization

Typical

Actual

Ave
ra

gi
ng

 re
la
tio

n

System Instance
Instantiation

Category membership relation

ContextualisedDe-Contextualised

A
ct
ua

liz
at

io
n

Register: brings a 
system instance model 
into a contextualised 
probabalistic relation

GSP: brings a system 
instance model into a 
contextualised 
averaging relation

Figure 20: Register and GSP in relation to Instantiation

ship between system and instance as a cline of instantiation, it is
probably best understood as a dialectic since the two are never
actually possible without each other. Register does not so much
sit between system and instance15, as it is a take on system and
instance at the one time. It is the culture brought to bear on the
instance of the social process. This means that we are not faced
with the unhelpful uniqueness of each instance, because we are
viewing it through the system and therefore foregrounding the
shared aspects. Neither are we confronted with the seemingly
impossible task of transcribing the infinity of culture as suggested
by Cook (1990), because we are viewing the culture through the
aperture of the instance as we see in figure 20.

I will return to the notion of register in chapter 4 when I
consider models of context and how these theoretical principles
can be made real in a model.

3.8 review

In this chapter we have briefly considered the dimensions which
underly the SFL theory of language and issues which surround
these dimensions. In the next chapter, chapter 4, the potential
implications of these dimensions for the modelling of context
will be considered. I want to reiterate some of the central issues
that have been raised in this chapter. So far the distinction has
been made between theories which examine linguistic form and

15 Note that I am referring here to the relation between the culture as system and
each situation as an instance of the culture. This represents one of the emergent
features that risks conflating structure and instantiation.
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those which examine meaning, with the latter being exemplified
by Haliday’s approach. In this chapter we have given attention to
Halliday’s theory and how this is organised through dimensions
such as system, structure, metafunction, stratification and instan-
tiation. In theories which are organised around meaning, the unit
of analysis becomes unclear at best, with fuzzy boundaries being
common. While structural approaches can concentrate on lan-
guage as in many respects an isolate, a meaning based approach
must must go outside language. So an interesting question is
raised for meaning based approaches around what the object of
analysis is and this is why Halliday suggests working with fuzzy
boundaries at all levels (Halliday, 1974). If we are interested in
meaning then in some respects our object of analysis is meaning,
and this suggests that we will have to go beyond language since
meaning is dispersed not localised. If our object of analysis is
meaning then the dimensions as we understand them may have
a different import.

Halliday’s approach to the question of our object of analysis
appears to be to locate language (or if we like the structural
approach) with in a social semiotic (although clearly within a
biological/physical semiotic as well). The structural aspects are
seen to be functionally motivated by from the behavioural poten-
tial and language as our object stops short of this behavioural
potential at semantics. So while being in a realisational relation to
the social semiotic (with the implied stratificational relation that
this entails), language stops short of the social semiotic and is
only one of many different modalities which are in a realisational
relation to the social semiotic.

While being a useful approach to creating theoretical bound-
aries, this approach also creates some interesting ambiguities. If
language stops short of the social semiotic but must go beyond it
where meaning demands it then context is that which is required
to make meaning. So context in this approach comes to be con-
sidered only to the extent that it is necessary to make meaning
suggesting that our view of the culture is limited by our modality.
Since as Hasan (2004) suggests, each modality will have a differ-
ent, though potentially overlapping, semantic potential it may be
that since context is in a realisational relation with the semantic
potential that different modalities have a different contextual
arrangement as well. the implications of this for metafunctional
arrangement and for registerial patterns in multimodal texts will
be further discussed below. In particular, we will look at Hasan’s
model of context and the value of this model for applications in
the domain of medical discourse.
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4
M O D E L L I N G C O N T E X T

“A theory is a means of action” Halliday, 1994:xxix

4.1 why do we need to model?

Theoretical modelling is the powerhouse that turns a theory into
something usable. In the previous chapter, chapter 3, consider-
ation was given to a contextual theory of language and what
this means for the theoretical positioning of context as a concept.
In this chapter, the focus turns to that of modelling. Chapter 3

concluded by suggesting that SFL provided a fruitful basis from
which to develop models of context, primarily, because of the po-
tential to locate such models within a broader picture of language
and society as a whole. This potential makes SFL particularly
suited to the consideration of social aspects though it runs the
risk of neglecting biological and material aspects that may also
impact on meaning.

4.2 what does it mean to model?

While the relevance of the distinction between theory and model
may not be immediately apparent, nevertheless, it is a central
step to make in order to put a theory to work. There is certainly
truth in the oft quoted line “there is nothing so practical as a
good theory”. However, there is a further move required to make
a theory practical; that of modelling. In shifting from theory
to practice, it is necessary to create something that bridges the
divide between the abstraction of theory and the mess of actual
life and this grounding of the theoretical takes the form most
frequently of a model. As a representation of actual life, it is
this model that is modified to actually be worked with when the
point of application is reached. Ultimately this process should
feed back into theorisation and hence back into model and on
once again to actual practice.

As discussed in chapter 1, a theory, while being “a means of
action”(Halliday, 1994) is only such if it is transformed into a
means of action through the process of modelling. A model may
be defined as a simplified abstraction of reality (Lucey, 1991). The
principle for this abstraction is derived from the theory within
which that model sits. Thus, within SFL, the principle for ab-
straction in modelling is typically function and the means of
representation is typically that of system, although, it is pos-
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sible to develop contextual models consistent with SFL without
necessarily using these principles.

For context, the implications at the level of theory are that
context is outlined through the categories of field, tenor and
mode that map onto the metafunctional elements of interpersonal,
ideational and textual. So, field is the the functional element of
the culture or social structure that recognises that we need to
know what is going on, tenor is the functional element of the
social structure which encodes our social relations and mode the
functional element of the social structure which recognises our
need for organisation and structure. Of these, mode is perhaps
the most problematic in its location in the social structure, while
field and tenor have quite distinct and clear connections with our
social organisation and impact on language in interrelating and
strong ways. Yet these concepts are not something with which a
research question in the real world might be approached. They
are a theorisation of how society works. To be in a position to
actually apply these concepts, it is necessary that we define what
is involved in each of these functional elements.

Because there are different types of modelling, the process of
modelling requires that we establish some central concepts in
order to build the model. Systemic functional linguistics has ten-
ded towards parametric modelling, at least in name, even though
there is some concern over the validity of the application of
parametric approaches in linguistics and particularly within SFL.
Despite concerns (see for example Penke and Rosenbach, 2007),
many have used parametric approaches and it is particularly pop-
ular in generative linguistics and universalist approaches more
broadly (see for example Chomsky, 1981 - Principles and Paramet-
ers theory). Even so, in many cases the use of parametric is more
of a metaphoric use than an actual application. Indeed, it may
be that SFL has adopted the language of parametric modelling
without necessarily adopting the process.

Parametric models are, broadly speaking, distributions that
can be described using a finite set of parameters (Schervish,
1995). Parametric modelling requires, firstly, that the boundaries
within which our model holds are defined (see Roberts, 2001 for
a discussion of motivations for model selection). The definition of
boundaries is done through the notion of parameter (see below).
Once defined, parameters are considered, for the purposes of the
model, to be relatively fixed. The model, working within these
parameters, is designed to explain certain types of variability.
These are defined as the variables (see below). Variables will
change, and the model is designed to explain this change. Finally
there are aspects of the model which will be reasonably peripheral
except in certain environments. These aspects are referred to as
features. The concepts of parameters, variables and features and
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their importance for modelling, in particular the modelling of
context, are discussed in the sections which follow.

4.2.1 Parameters

According to Klein (1971), Parameter was first evidenced in the
mid 1600’s, from the Greek meaning para (beside or subsidiary)
and metron for measure. Originally a term in geometry until the
mid 1920’s when it came to mean a measurable factor used to
define a particular system, although it is unclear what system
refers to here. Modern common usage has more in common with
perimeter and hence takes on the meaning of boundaries, limits
or characteristic factors.

While it is not entirely clear which of these senses is being
drawn on in SFL, at least within parametric modelling a very
broad definition of parameters is that they are the conditions
under which certain things hold (Howell,1997). To make this
definition slightly more specific, parameters might be said to
serve the purpose of summarising the environment for a model.
They summarise the key features of an environment in which a
model is claimed to hold. Although it is possible for parameters
to change, once they are used to define the boundaries of a
model, they are considered to be relatively fixed. Because for the
purposes of the model they are considered to be constant it is
possible to think of parameters as being static, however, we know
that they can change and in this sense they are dynamic. This is
the same way that we consider the social system or the language
system. Although we know that it can change, we do not as a
rule experience that change and certainly when we analyse these
aspects of social life we treat them as if they were static, at least
for the purposes of analysis.

Because they form the boundaries or the environment for the
model, parameters can be thought of as assumptions that are
taken as given. Although we recognise that they may change, a
model does not account for changes in parameters since there is
no feedback on parameters. So, while the model can note that
the parameters have changed and take this into account a model
doesn’t seek to explain the causes of changes to parameters since
this would mean going outside the model. In this way, changes
to parameters means changing models.

We can see then, that the stated parameters for a model will
define what a model is attempting to account for, thus, they will
also define the grounds against which a model may be judged. If
a model does not have the parameters suitable for a particular
research question then it is not an appropriate model for that
research question and either a new model or a new research
question may well be needed.
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4.2.2 Parameters and Variables within SFL

Parameters as they are used in SFL to model context refer to the
distinctions crucial to meaning making. As mentioned in chapter
3, since SFL is focused on language, context is viewed from the
perspective of language, thus, how it relates to meaning. Unless
we are going to attempt to account for absolutely every aspect of
a context which, as we will see in chapter 5 is unnecessary, not to
mention unhelpful (see Cook, 1990), it is necessary to establish
some means by which to limit context. Hasan (1999:232) high-
lights the problems associated with this in pointing out that “if to
make context an effective tool for analysis it must be contained,
then we need to be clear what aspects of the interactants’ material
and social conditions of existence are integral to the concept and
why”.

Perhaps the first step in doing this is to define the concepts
which organise our analysis. Firstly, the central organising prin-
ciple behind SFL is function, which suggests that our view on
context is a functional one. Indeed this is the principle by which
Halliday (1974) organises his approach to context. The functional
set which emerges as central to a linguistic view of context for
Halliday is Field, Tenor and Mode. These relate to the experien-
tial, interpersonal, and textual metafunctions. Thus, although van
Dijk (in press) finds it concerning, it should come as no surprise
that models of context from within SFL use field, tenor and mode
as their starting point.

Field, tenor and mode are, according to Hasan (1999), the three
parameters of context. Hasan (1999:232) also refers to the relevant
context as “a theoretical construct with three variables”. This
later definition being particularly unhelpful because it both con-
strues context as a theoretical construct and represents field tenor
and mode as variables where they are otherwise represented as
parameters1.

Given the distinction between parameters as the boundaries for
a model and variables as that which changes in a model and that
for which the model is designed to explain, it is necessary to as-
sess how these relate to SFL. Certainly that which remains stable
is a concern for language in context, or the relevant situational
features as they pertain to meaning. In SFL this typically means
the categories of field, tenor and mode. As van Dijk (in press)
suggests, these categories remain constant even across different
models of context so might be taken as the linguistic parameters
of context for SFL.

Field, tenor and mode as parameters define the boundaries for
models of context within SFL, but organisation beyond this varies

1 Though it should be noted that the true parameter of context for SFL, as with
many other approaches, is relevance to meaning.
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considerably. Since field, tenor and mode are the parameters of
context, the particular sub-systems within each of these which
account for aspects of specificity would be considered variables.
Depending on the question which is being asked, it may require
more variables (increasing specificity) or fewer variables (decreas-
ing specificity) to discriminate between contexts or to adequately
account for context.

Variation in specificity means that what varies in SFL is se-
lection of categories within field tenor and mode, or what are
often referred to as the sub-systems. It is linguistic variation relat-
ing to these categories that the SFL approach to context tries to
explain despite the sometimes ambiguous relationship between
them. Hasan (1999:232) relates it this way, “since language in use
realises some given CC (contextual configuration), any variation
in CC will naturally activate some variation in this language; it is
this kind of variation that in SFL we refer to as register variation.”

Interestingly, sub-systems within field, tenor and mode could
also be considered parameters since their inclusion in the system
is predicated on their being crucial to meaning making. Yet, they
are typically used in ways which more closely approximate vari-
ables and this perhaps belies the ambiguity that exists between
these two terms and certainly Hasan (1999) ranges between call-
ing these tools, parameters, concepts and variables.

The representation of context through a parametric approach
is a somewhat loose analogy in that there is no formula that field,
tenor and mode are a part of and the variables are for the most
part binary not measurable. Indeed there is some confusion over
whether field, tenor and mode are parameters or variables or
something else entirely.

Those models which use systems and networks as a means
of representation potentially incorporate a further problem in
that networks presuppose choices so that it should not really be
possible to leave out choices deemed irrelevant for a text/context.
Van Dijk (in press) suggests that “the whole framework (and
he is referring here to all context models in SFL) is built on a
fundamentally flawed notion of context – which in no way reflects
a systematic analysis of the (linguistically) relevant structures of
the social context”. In so doing, he argues for new parameters
and a new basis for modelling.

Certainly there is often a need to expand the specificity and
delicacy of descriptions. As Hasan (1999:233) suggests, “descrip-
tions at any level of language can vary in detail of focus;2 the
specification of a CC is in principle no different in this respect;
it too can be always extended in delicacy”. As with delicacy,
specificity often needs to be increased to distinguish between two

2 What Hasan calls detail of focus, others have called ’granularity’. See for
example Schegloff (2000).
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very similar contexts yet it is unclear how new terms increasing
specificity and delicacy are generated, represented and incorpor-
ated into the model. Hasan (1999) has suggested that any new
terms necessary for a description of a particular text need to be
drawn from features.

Hasan (1999:231) argues that

“experience of making sense of texts tells us that
some of the situational details are invariably encap-
sulated with varying degrees of explicitness in the
language of the text, others . . . might do so only un-
der certain circumstances . . . , while information about
many other situational features such as the specific
time or place of textual composition, the body pos-
ture of participants, their general appearance and so
on may be encapsulated in the text’s language even
more rarely if at all. The question is whether we need
to treat all these sets of situational details alike in
describing the relations of text and context.”

Hasan raises here an important problem concerning the inclusion
of situational features in our discussion of a text’s context. Incid-
entally, it is also worth noting that Hasan here ranges between
calling these ’situational details’ and ’situational features’, reflect-
ing the uncertainty that exists about context modelling.

Hasan (1999:232) continues,

“our description of context runs the risk of being as
unmanageable as ’transcribing infinity’ as feared by
Cook (1990); see also Levinson (1993), leave aside the
question: on what basis can we justify the inclusion
of all such details? More basic still: would we really
know what the expression ’all such details’ refers
to? How do we conclude that enough has been said
about some specific context? On the other hand, if
to make context an effective tool for analysis it must
be ’contained’, then we need to be clear what aspects
of the interactants’ material and social conditions of
existence are integral to the concept and why?”

In asking these questions, Hasan has covered the crucial questions
for context modelling and the questions that have come up again
and again since context first came to be viewed as important to
meaning.

4.2.3 Features

Another concept central to modelling is that of features. Feature
is a term generally used to refer to any characteristic or quality of
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an object that may or may not be relevant to its description. So for
example, we may refer to facial features as characteristics which
are particularly salient for the individual in their representation
but which may or may not be crucial in their identification. With
respect to the modelling of context, feature is used to refer to any
characteristic of the context not crucial to meaning making. In
this sense it is used in a way which is distinct from other uses.
This use is consistent with that of Hasan (1996a) who suggests
that features include aspects of the material/situational setting.
They might also be considered to include distinctions such as the
biological or physical setting such as for example, the weather
or facial features. It is immediately apparent however, that this
distinction creates several problems. For example, features may,
in some contexts, be highly relevant to meaning making. If they
are relevant to meaning making, then, by the above definition,
they should be included as parameters.

It is possible that the above problem might be addressed by
including features as parameters only when they are relevant to
meaning making and disregarding them when they are not. This
course of action, to be considered as a serious solution, would
need to resolve some issues. For example, where do the features
come from, who establishes their relevance to meaning making
and by what measures?

Let us consider the first of these points: Where do features come
from? Features are generally considered to be the more concrete
aspects of a situation, and usually pertaining to an individual
or the environment. There are very different understandings of
this word however, for example, Berry, (1977:45, but see also 63)
refers to features as being that which is “actually chosen by the
utterance”. Despite the confusion engendered by Berry’s use of
‘chosen’(a word which suggests agency and purpose), this usage
contrasts with term and would refer to a selection from the system
as opposed to a contrast in the system.

These two meanings are not necessarily in opposition to each
other. In fact, it is not possible to have one without the other, for
something to be a feature, it must first be a term. As Berry uses
the term feature it comes to mean any selection from the system,
while as they are referred to by Butt (1999/2004) they refer to
non-essential qualities of the situation. Taking this later meaning,
we run into the problem that features are typically of a different
quality to parameters. While parameters have an abstract quality,
say referring to things such as social status and role, topic and
medium, features will usually have a more concrete character. For
example, they will refer to things such as facial features, material
setting or weather. Combining these two things in the one system



110 modelling context

could prove problematic because they are of different orders of
abstraction.3

Our second question refers to who decides on relevance to
meaning and by what measure? This is a problem of perspective.
When we define meaning making by whose perspective are we
judging it? If meaning making is determined from the perspective
of the participants in a context, then which participants do we
choose to focus on? It is easy to think of situations in which what
is crucial for meaning making for one participant is not at all cru-
cial for the other participant/s. Mixed level disability settings are
a perfect example of this. Furthermore, if we take the researcher
or onlooker perspective here, which is almost a necessity since it
is difficult to truly take the participant perspective, then how do
we guarantee consistency across coders? What is our measure for
when something is crucial to meaning or not?

A further problem is that of what is done with features when
they are not relevant to meaning making. If they are to sit as a
sleeper system that is called upon when and if required, then this
network/system still needs to be elaborated. This means calling
it into existence prior to the establishment of it being necessary
for meaning making. What might be sensible here is to borrow
systems from other domains since they are not strictly linguistic
in nature in any case. Thus, it may be possible to borrow from
areas such as biology, geography, physiology etc. But of course,
borrowing from others means ensuring that the philosophical
assumptions of the model are equivalent to, or at the very least,
consistent with SFL.

Furthermore, we run into a problem of theoretical consistency.
In the above section, section 4.2.2, we defined parameters as
something that is assumed to be constant for the course of a
model. If features become parameters then we are not dealing
with parameters, as they are assumed to be constants in our
model, they are in fact variables and we are effectively changing
the model every time that we use it. So then, we do not have a
general theory of context, or model of context, but a context or
even project specific model of context that changes every time
that we use it. This makes it a reflective rather than predictive
theory, which limits the potential for formalism.

Limits on formalism are not a negative thing in and of them-
selves. After all, it is necessary to recognise that true formalism is
very much an artifact of our analysis. However, some degree of
generality is necessary for a useful theory or model. It is presup-
posed that a model by definition is general to some extent. What

3 In fact, the these elements exist on two different sides of the contextual plane.
The first, (social roles, social status) belong to the social side of the contextual
plane, while the other (facial features, body structure, biologogy and material
setting) belong to the biological side of the contextual plane.
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is concerning is that this discrepancy seriously compromises our
terminology/metalanguage, which suggests that there may be
ramifications on other strata.

An extension to the above problem is that, if we accept the
definition for parameters stated previously, a model does not
attempt to explain changes in parameters. So, as stated above,
a parameter remains, or better, is assumed to remain, constant
within a model. If features become parameters, the reason for
this change would be a variation of great interest for meaning
making, and probably something that we would want to be in a
position to explain. As constructed however, the reasons behind
this change would not be open to consideration by the model.

A possible way around this might be further stratification,
whereby a model is postulated above context that attempts to
explain variation in parameters at the level of context. Although
distinct theoretically, this is, in effect, the same as further strat-
ification at the level of context (see for example Martin 1992).
A further alternative here is to move outside context to explain
variation, and look to social theory in the form of social structure
to explain variation in contextual parameters (see for example
Halliday 1978 on language and social structure).

All that is really being suggested here is that there may be
some variation in where theoreticians draw the boundaries of a
model. What, for example, is the difference between drawing the
boundaries of context at the point at which language meets the
social structure and taking context to include social structure?
Within the first approach, variation within contextual parameters
is left to social theory to explain, while within the later, the
contextual model itself is designed to explain variation. These two
approaches are by no means the only approaches to contextual
modelling. The different approaches will to a large extent rely
on the different understandings of the relation of language to
society and the nature of language and meaning making more
broadly. Some of this variability is discussed in section 4.3.1 as we
consider some of the different interpretations that SFL theorists
have had on context modelling.

4.3 modelling and its realisations

Though it holds potential, SFL has not developed a unified model
of context apart from the statement that context may reflect the
metafunctional alignment seen at the content plane of language.
The lack of a distinct model of context has led to criticism from
some, particularly van Dijk. van Dijk (in press), in his paper on
parliamentary discourse, levels a number of criticisms at SFL. In
particular, in assessing the treatment of context in SFL he claims
that:
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1. SFL context theory has unoriginal contextual cat-
egories, 2. The notions in SFL contextual theory are
theoretically unproductive/or inert in that they have
barely changed in years, 3. SFL has vague categories,
which even SFL has problems defining, 4. SFL con-
textual theory is heterogeneous with very different
theoretical notions described by these categories, 5.
SFL draws little inspiration from other approaches
such as anthropology, sociology and social psycho-
logy, 6. SFL does not give attention to the mental
aspects of social situation e.g. purpose/aims, 7. SFL
does not address the issue of knowledge, 8. SFL has
observability as a crucial condition and thus is not
able to consider mental aspects such as purpose or
knowledge, 9. The notion of register is rather vague
with some treating it as the same thing as context
e.g. Martin 1992, 10. One would expect an integra-
tion of a pragmatic theory of speech acts or a theory
of conversational interaction, 11. Global functions of
language (Jakobsen, 1960) are missing from SFL e.g.
intra-personal functions, emotional functions, group
functions, intergroup functions, cultural functions,
aesthetic functions and 12. The triple that organises
context in SFL is also reproduced in the concept of
register which leads to a strange, arbitrary reduction,
and neglect of important aspects of language.

(van Dijk, in press)

A number of these criticisms have been addressed in chapter 2

and 3 as part of a discussion of the theory, since as Hanson (1958)
suggests, “an epistemology eventually raises questions about
itself”, and this questioning process is part of the development
of theory. van Dijk (2000) begins his criticism with a reference
to the originality of the contextual categories in SFL. It must
be assumed here that he refers to the categories of field, tenor
and mode. I will leave aside for the moment the question of
contextual categories since it arises in several of his other points,
and consider the issue of originality.

It should be noted that this claim of unoriginality presupposes
that originality is a beneficial criteria for theory. Although they
are distinct issues, the pricing of originality runs the risk of sup-
porting the assumption that knowledge is linear. It would be of
interest to consider what is meant by the term originality as it is
used in the case presented here because there are a number of
different possible interpretations. The implication is that the new-
est and most different thing is always the best. If this is the case,
originality under these assumptions would hardly be challenging
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and nor would it be useful. Even a brief consideration of history
will show that there is little to be gained however from creating
things anew each time. Newness does not equate with better,
nor does difference presuppose an improvement. Developments
build on each other, and if each person were charged with the
task of recreating the wheel each time they set out to build a car
in order to fulfil the requirements of originality progress would
be rather slow indeed. The criticism of unoriginality of categories
seems unwarranted but it does serve to highlight the importance
of referencing others at every stage.

The focus on originality is, it might be argued, consistent with
van Dijk’s concern with the individual and cognition, yet it is
difficult to see how such a claim for the importance of originality
might be upheld. Knowledge is dialogic, not unitary, and, when
considering some of van Dijk’s other criticisms it would appear
that he is, ultimately, of this view as well. He claims for instance
that SFL has not drawn on the influence of other theories such
as anthropology, sociology or social psychology. This is a rather
baffling claim since, unlike many of the American approaches,
SFL draws heavily on sociological and anthropological theories
and research in its development. It is also hard to reconcile this
claim for the importance of drawing on other approaches with the
desire for originality stated in the first point. It would appear in
fact that his disagreement is that SFL is too original, since he also
criticises SFL for not including the global functions of language
(Jacobsen, 1967). Aside from the fact that this then suggests
that there is a good reason for not having original contextual
categories, this criticism also seems to be a result of conflating
the term function with that of meaning.

The claim that the terms are theoretically unproductive since
they have barely changed in years is not altogether a useful cri-
tique. Change is not always productive or beneficial and certainly,
theoretical productiveness does not rest on the changing of terms.
I would personally agree with the suggestion that certain terms
are theoretically unproductive, but this is not because they have
not changed in years. Rather, this is because, by having limited
applications, they do not do the work that might be expected
of a productive theoretical category. Context is a good example
here, as van Dijk points out. However the theoretical categories
in SFL more typically run the risk of being made to do too much
work and thus becoming complicated and unclear. Instantiation
for example, in a bid to make it more ’productive’ has come to
have a number of very different and potentially contradictory
meanings.

At least some of the more common criticisms (see for example
points 12 and 3 above) might arguably be said to stem from a
misreading of function within SFL and perhaps a lack of famili-
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arity with many of the central dimensions of SFL theory. Indeed,
there are some situations where vagueness might be construed
as a synonym for a lack of sufficiently close reading. While it
may be true that those who do not use the theory are unlikely to
read it closely, it is equally true that there are many terms and
concepts that could be better defined and outlined.

The fact that such misunderstanding is widespread, even a-
mongst proponents of the theory, suggests at least some of the
fault may lie with SFL. The metalanguage, for example, is widely
criticised as being complicated, difficult to understand and un-
necessary. While there is a strong and well reasoned motivation
for the metalanguage (see for example Halliday 1978 and Hasan
1996a-d), it does create a sense of alienation, particularly as many
of the terms in what are often considered traditional approaches,
are taken for granted with a kind of naturalness not granted to
newer theories.

Furthermore, the metalanguage suggests a uniformity in SFL
that does not exist, and this assumption implies that SFL should
have a uniform approach to context. Despite this frequent as-
sumption, the only real requirements are that a model should
be functional and open to change. Although the name implies
a use of system for description, even this is not necessary for a
consistent model. Van Dijk makes a good point however when
he notes that despite the variety of models of context, they all
integrate the triple of field, tenor and mode. Usually the matter
of change is handled systemically, though this need not be the
case, since, as Halliday (1976) suggests in his interview with
Parret, different strata are likely to have different organisations
and forms of representation. The theory is quite open to vari-
ation and different models since difference can be represented as
perspectival change (see Matthiessen, 1993).

Van Dijk’s preference for mental models or some recognition
of the individual and cognitive means that he draws attention
to some of the lesser studied precursors to SFL, namely Philipp
Wegener, who, as van Dijk points out, sounds strangely modern
in his construal of the cognitive nature of context. In critiquing
SFL for not including the mental and cognitive, van Dijk is also
imposing his own criteria for a good theory on SFL. It would
be equally possible to claim in response that van Dijk is making
the theory too complex by posing an extra ontological layer for
mental phenomena.

Many of van Dijk’s criticisms appear to stem from his construal
of SFL as being a theory of context. Because it is meaning and
not context that is the object of analysis in SFL, rather than a
theory of context we see a contextual theory of language. This
makes a considerable difference. In fact, it would appear from
the criticisms above that there has been a sharp divergence in the
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use of the term theory. It is stretching the definition of theory
for example to refer to ’a pragmatic theory of speech acts’ or ’a
theory of conversational interaction’.

The notions which lie behind conversational interaction and
the pragmatics of speech acts are already covered in SFL and
not only does it not need to import these from outside, it is
counterproductive to do so. These issues aside, it is important
to note that SFL is a contextual theory of language which has
models of context. What this means for discussing context is that
it is quite possible within SFL to have more than one consistent
model of context, hence we see various models all of which are
driven by the problem which they are attempting to solve, but
are all within the framework of SFL. The tolerance for divergence
of this nature is an important feature of the theory and indeed a
strength of the SFL approach.

While it is not possible to cover all of the models within SFL,
I would like to consider the different groups of models as they
represent some of the more prominent movements within SFL. A
number of these models are outlined below.

4.3.1 Different approaches to context

Because it is a contextual theory of language, variety in modelling
is to be expected within SFL. A broad theoretical position leaves
room for variability and diversity in its ultimate realisations as
models. SFL is a flexible and powerful theory that is able as
Matthiessen (1993:232) puts it “to play off different dimensions
against one another”. In the same way that we do not expect
universality and conformity in modelling of the grammar, con-
formity and homogeneity should not be expected in modelling of
context. This is perhaps even more true of context since it reaches
into the social sphere. Contextual modelling within SFL has seen
a number of realisations. Some of the more prominent models
are outlined below. The organising principle here is the different
approaches which have been taken to some of the key themes
which have been outlined in chapter 2 and 3 above.

Matthiessen (1993:231) suggests that once inside the theoretical
space of SFL, there are a number of “alternative ways of constru-
ing register”. The main distinctions Matthiessen (1993) draws out
are those between stratified and dimensional views of context
the unifying aspect being an understanding that register vari-
ation ultimately expands the semiotic space because “variations
in the system also create meaning”. Matthiessen (1993:231) also
suggests that at the same time as it expands the semiotic space,
“register also embodies a kind of constraint on what meanings
are likely to be made”. The difference here is between possibility
and probability. Register variation creates changes in semiotic
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possibilities and at the same time represents variation in probab-
ilities. It is possible to express register then as the result of the
interface between context and language that results in variation
in both sequence and element. Matthiessen (1993:235) expresses
it this way

“We can interpret register variation as the linguistic
system’s response to pressures from above, from the
diversity of contexts of communication; . . . but as al-
ways with characterisations of inter-stratal relations
. . . the relation is dialectal: register variation also con-
strues contextual diversity”.

4.3.2 Stratified models of context

In chapter 3 the nature of stratification was discussed and at-
tention was given to the anomaly in theory that exists with
stratification. Given that there is a realisational relation between
semantics and context there must be a stratificational relation as
well, opening the possibility that there is further stratification at
the level of context.

Martin (1992) has elaborated an approach to context which
is part of a global approach to the integration of context into
systemic functional linguistics. Martin’s proposals are a distinct-
ive interpretation of the theory and applications of Halliday’s
functional linguistics. In theory, he is explicitly guided by his
interpretations of Hjelmslev (see Martin 1992). In applications,
his proposals draw on his collaborations, in particular those com-
ing out of educational work in the 1980’s, but also in relation to
descriptions of scientific and technical ‘genres’.

Martin (1992: 493-588) offers an extensive survey of the propos-
als and problems that have dominated his evaluation of context
in linguistics. Central here are: 1) the ‘work’ to which he has put
stratification; 2) the way semantic variation is managed under
the concept of genre; and 3) his commitment to both critical and
positive discourse analysis4.

Essentially, Martin stratifies beyond register up to genre, and
on to ideology. The key concept in this stratifying is Hjelmslev’s
connotative semiotics – semiotic systems which act as the content
plane with another semiotic system as their expression plane (as
when, as suggested by Martin (1992), the goal directed, staged
activities of our culture – our genres – have language as their
expression). This appears to preclude Halliday’s ‘weather/cli-
mate’ metaphor in that cultural patterns, and gaps, are managed

4 This is perhaps an unusual use of the term critical and brings it much more in
line with the common sense use of the term rather than the theoretical use of
the term where critical means something more akin to analytical compared to
the evaluative connotations it has in everyday usage
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Figure 21: Martin’s representation of context (Martin 2006).

in 2 levels of abstraction above register (hence, the ‘cline of in-
stantiation’ does not carry the same responsibility as it does in
Halliday’s approach). For Martin, a number of difficulties are
better addressed within his schema: for example, the place of
syntagmatic description (sequence and order) as Martin sees a
strong contrast between synoptic and dynamic representations at
the level of context.

In ‘Analysing Genre: functional parameters’ (1997), Martin re-
views his work on genre and positions it in relation to other
text theories and his own developing model of ‘Appraisal’ – the
interpersonal systems of evaluation in his discourse semantics.
A point to note, however, is the resignation Martin expresses
over the stratum of ideology – he notes that researchers have not
taken up the proposal in the way that the level of genre has been
pursued. On the other hand, he does put forward the prospect of
treating generic tensions (i.e. non-congruent mappings between
his stratum of genre and that of register) as a form of ‘contex-
tual metaphor’. Martin suggests that this may offer a powerful
way of handling the progressivist texts which can be so baffling
to teachers and learners in school environments (1997:33). The
question arises, however, whether or not ‘contextual metaphor’
subsumes the original motivation for the stratum of genre (i.e.
above register), namely that variation and ‘hybridity’ needed to
be gathered into a higher order of process.

Others have made use of the stratified approach to context
as well. Lemke (1984, 1988) for example while situating himself
within the Hallidayian tradition, places much more emphasis on
the role of the context of culture and its impact on the context
of situation. His notion of intertextuality is specifically geared
towards drawing out this connection between broader social pro-
cesses and the linguistic system. This intertextuality means that
“how we interpret the meaning of a situation and how we parti-
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cipate in a situated activity depends on a wider system of cultural
formations (discourses, genres, activity types, institutions, modes
of representation) not fully available or wholly contained in the
immediate situation itself” (Lemke, 1997:49). Perhaps because of
this wider regard for the cultural context, Lemke (1997) places
much more emphasis on the cognitive and the interplay between
cognition and context.

Ventola, (1987) again sets her work well within the Hallidayian
framework, drawing in particular on the roots of the SFL contex-
tual views on language by focusing on Malinowski and Firth. In
some respects it might be claimed that the stratified approaches to
context are much closer to the roots of SFL than the non stratified
approaches since they draw much more attention to the cultural
aspects of context. Working with much the same approach as
Martin, Ventola (1987) also stratifies through to ideology. More
specifically, Ventola (1987) is concerned with the unfolding nature
of social contexts. In this respect Ventola’s work is driven by the
concern for dynamics but there is also a perceived need to better
understand the structural elements of genre. Indeed a concern
for dynamics drives many of the different approaches to model-
ling context. O’Donnell (1999) also shares this concern as does
Hasan (1996c) although these theorists deal with the issue in
quite different ways.

O’Donnell (1999) provides one of the more complete discus-
sions of the issue of dynamics in contextual models of language.
Taking Hasan (1999) as the theoretical basis for his work, as well
as giving a thorough overview of dynamic approaches to context,
O’Donnell (1999) provides an account of how text and context
change throughout an interaction.

Butt (2004) also models context stratificationally, however, his
approach is to stratify at the level of culture and use system
networks at the level of the situation. His stratification is instantial
in that it is a different kind of stratification for each description
of a context. Thus, the hospital environment is stratified one way
(an example of this approach was given by Butt and Moore in a
talk given at the Friday afternoon seminar at Sydney University
in 2005), while other environments are stratified in a different
way. This brings his approach much closer to Hasan’s approach
with systems and networks. Butt’s approach is still very much
at the proposal stage and the instantial nature of this approach
may limit its productiveness as a modelling of context since each
project will create anew the divisions in the culture and thus
restrict the transferability of results and analysis.

If stratification is taken as an option at the level of context, then
one way to maximise the productiveness of such an approach
may be to generate a set of categories which may be customised
for individual environments with the ultimate aim of generating
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Figure 22: Bowcher’s role of language (Bowcher 1999).

system networks for each strata. This is simply because some
form of generality is needed if the model is going to be useful in
more than one context.

While there are definite theoretical concerns with the notion of
further stratification at the level of context, the greater of these
being that context is a strata itself, there are very good reasons
for wanting further stratification. When setting out to define a
generic structure potential, reference is generally made to the
function of the identified context in the culture. In establishing the
function of a context, consideration is given to the ever widening
culture, so there is a sense in which researchers stratify without
necessarily being explicit about that stratification.

In outlining an approach to language, Bowcher (1999: 142)
suggests that ”the system of language may be viewed as a po-
tential of choices from which speakers select to make meanings.
Selections from this potential constitutes instantiations of this
system, and these instantiations can be viewed as text types, or
registers”. From this theoretical base Bowcher (1999) goes on to
suggest a ”set of concrete guidelines that can be used as a tool
for investigating the degree of institutionalisation in the context
of situation of a social process”. One of the aspects that Bowcher
(1999) suggests is relevant to the investigation of the degree of
institutionalisation in a context of situation for a social process
is the role that language plays. In figure 22, Bowcher represents
the variability in the role that language plays in a situation and
presents some examples of situations that would instantiate these
categories.

Lassen, (2003) stresses that context should not be a mere de-
scription of variation but should try to explain that variation.
There is consensus, Lassen suggests, on taking Halliday as a
point of departure for context modelling and here she is in agree-
ment with van Dijk. In particular Lassen’s work sheds light on
the relationship between context and lexicogrammar and specific-
ally Lassen draws attention to the relationship between lexical
density and context. Lassen’s (2003) description of the method
of collecting and selecting texts as part of the context provides
one of the motivations for my own modelling of method as an
integral part of context descriptions.
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Grimshaw (1994) offers an unusual situation of a formal testing
of different approaches to analysis. Grimshaw’s study shows the
vastly different approaches that researchers take to the same bit
of text from the same situation. The questions these researchers
ask and the methods they employ display some of the key issues
in context reseach.

4.3.3 Systems and networks: Hasan

Hasan describes her approach to context in the following way:

“Context of situation as construed by discourse is a
tripartite entity, each component of which is always
active in the production of a text. Thus, instances of
discourse must always construe the specific identity of
social action, what is being done by way of using lan-
guage: this aspect of context is the field of discourse.
At the same time, the language in use must be in-
dicative of the social relations being enacted between
the interactants: this is the tenor of discourse. And
finally, the text’s language must also be indicative of
the nature of the contact between the speaker and the
addressee – whether the two are face to face, if the ad-
dressee is present, or if absent whether the addressee
is actual or virtual (Hasan, 1999), and so on: this is
the mode of discourse.” (Hasan, 2004a:21)

This brief description by Hasan raises several interesting points
about her view of context. In the opening line of the above quote,
she refers to context of situation as a ’tripartite entity’. This
implies that context of situation (as construed by discourse) is
an entity. The representation of context as an entity is in part
unavoidable. Once we start to talk about ’context’ we must, at
some point, come to refer to it as an entity since all our language
pushes us in that direction anyway.

Apart from the language driven semantic drift towards reifica-
tion, this reference to entity and instance is perhaps also due to
the discourse focus on context. As Hasan (2004a) says, her view is
”context of situation as it is construed by discourse”. Elsewhere
she refers to this relation as a dialectic, however here we get the
sense that Hasan’s view on context is very much one that is built
through discourse. And Hasan does have a point when she says
that it is discourse based because as she suggests, this idea can be
traced back to Plato and Aristotle and reflects a text focus (Hasan,
2004a). It is the context that appears built in to the discourse that
is examined and it is, at least partly, because in Hasan’s view
we have a bounded notion of discourse that context becomes an
entity.
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Hasan (2004a:21) extends this point further suggesting that

“the qualifier of discourse is a reminder that un-
like the ’cultural activity theory’ associated with the
Russian, especially (neo-) Vygotskian literature (En-
gestrom et al. 1999), ’context theory’ was not intended
to apply to all kinds of social action, being designed
specifically with discourse in mind.”

Leaving aside the reference to ’context theory’, Hasan in this
quote makes a distinction between the social action and those
aspects of social action which relate specifically to discourse, or
to use her words are ’construed by discourse’.

This distinction poses some problems for multimodal research
in that it restricts context of situation to discourse. Indeed, context
of situation as Hasan models it includes the other modalities as
part of the context rather than as the discourse. This restriction
causes some problems for modelling alternate forms of commu-
nication such as communication through challenging behaviour,
augmented communication or computer mediated communica-
tion of some forms.

Because of this limitation, Cassens and Wegener (2008) suggest
that Hasan’s (1999) model of context be combined with Activity
theory as outlined by Engestrom et al. (1999). Combining the two
theories allows for at least two important extensions. Firstly it
allows for a much broader definition of discourse to include all
forms of social action and secondly, it includes non-human actors
as potential meaning makers, which is an important inclusion for
ambient intelligence research.

Hasan puts the concepts of context and metafunction ‘to work’
by analogy with other fundamental terms of linguistic modelling
(viz. strata, rank and constituency etc.). Hasan, (1999) expresses
some concern over the nature of systems at the level of context,
specifically, that while there is assumed to be a true dependency
in systems there is a default dependency in systems at the level of
context. This default dependency creates a natural interrelation
between the systems at the level of context that at other strata are
realised as distinct systems.

Despite this concern, Hasan still maps description at the level
of context as a set of system networks. Her contextual configura-
tion (henceforth CC) is a systemic approach to the specification
of similarity and contrast across contexts, with the features them-
selves drawn from networks of field, tenor and mode. This is to
present context as if it could be represented through paradigms
and realisation rules much as can be now seen in Hasan’s own
mappings between semantic networks and the lexicogrammar
(Hasan 1996d).

The contrasts of features that make up the CC have to be
motivated from research experience, and Hasan (1999) gives the
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most detailed account of the rationale for the contrasts in her
field network.

Other problems that she has taken up in order to bring the
treatment of context more in line with the accounts of systems
on other strata include:

• how one relates generalisations about context to personal
autonomy and the inherent variability of social process;

• how one deals with parallel contexts and other issues of
boundary delimitation;

• how contextual regularities provide indices of sociological
patterns - coding orientation, ideology, power, class, and
social reproduction;

• how contexts enact specific relations of gender and class;

• how the paradigmatic features of context play out as syn-
tagmatic potential realised in Generic Structure Potential;
and

• how semantic systems can be elaborated so that realisation
statements can operate from generic element to nuclear
semantic feature and on to most probable grammar.

Hasan’s (1999:232) model of context sets out from the tradi-
tional Hallidayian conception of context as being “a theoretical
construct with three variables”. There is a fuzziness in the ter-
minology here with parameters being referred to as variables,
however, since they are later referred to as parameters we will
assume that the distinction to be made is that field, tenor and
mode are parameters of context while their subsystems are con-
sidered to be variables. The basis for this assumption is that field,
tenor and mode as our vantage on context remain relatively con-
stant and define the boundaries for modelling context, selections
within each of the subsystems however vary from context to con-
text. Again, this is a little confusing since parameters are usually
statements and by the above definition the subsystems would be
considered parameters as well since they remain constant. This is
perhaps a problem with using a parametric approach to model-
ling. While parameters are used to define system boundaries it is
usually a different type of system to those used in SFL.

Building on the classical Hallidayian approach, Hasan (1999:
232) structures her model of context as follows: field tenor and
mode she refers to as the contextual construct. She then goes
on to define the “totality of its detailed features - the specific
values of field, tenor and mode relevant to any any particular
instance of speaking - as the contextual configuration.” The later
term she refers to by the acronym CC. Thus, for Hasan CC falls
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along the cline of instantiation, being an “instantiation of (some
category of) the contextual construct” (Hasan, 1999:232). I have
discussed in chapter 3 the potential for this to be structural
rather than instantial, but since Hasan (2004b) views delicacy as
projecting along the instantial cline, this would certainly fit that
interpretation.

4.4 issues in modelling context

What these different approaches within SFL, together with a
consideration of the historical roots of context, show, is that when
it comes to modelling context for actual use, there are a certain set
of problems which concern any attempt at modelling. Despite the
differences in metalanguage, most people working with language
in context are in fact trying to achieve the same thing, or at least
something very similar and this leads to a consideration of very
similar issues.

Anyone trying to account for language in context at some point
needs to contain context in some way to stop it from becoming
the endless account of everything that ever was. This means that
there will need to be some consideration given to boundaries and,
if it is a systemic model of context, usually some consideration
of entry conditions. Dynamics and change will also feature as a
concern as will time and other temporal factors. Cognition and
individual variation will also be important and finally issues of
where to locate context and how to represent contextual variation
feature as common concerns for many. The commonality of these
concerns may well provide a link between otherwise divergent
approaches that allows for dialogue.

4.4.1 Boundaries and entry conditions

As discussed in chapter 2, one of the central concerns in model-
ling context is defining the boundaries. Malinowski and those
before him faced similar problems and Malinowski’s students
complained bitterly about the difficulty of defining boundaries
when working in Africa and other places where boundaries were
not clearly defined. In practice no context has a boundary that
is defined and it is up to the analyst to define the boundary
themselves as part of the analysis.

In an approach such as SFL, where social action is seen as part
of an ongoing social interaction and ongoing social processes it
is possible to analyse interaction in an ever broadening sense of
context the basis of which might be considered to be the nature
of social relations. So for example, doctor’s consultations are seen
as part of the ongoing health care process, which is part of the
ongoing health profession process and so on.
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This of course creates a sense of infinity, and it is this bound-
lessness that some find disconcerting. However, as Hasan (1995a:
186) points out, the ”power gained from abstraction is to have to
define data in such a manner that it does not include everything
that may be going on, for in nature there are no clear cut given,
boundaries”, and it is necessary to create artificial boundaries
to work with while at the same time bearing in mind the im-
portance of the ongoing social process. These are the means by
which choices within a theoretically defined contextual system
are made meaningful.

The processes for defining the boundaries of a context are by
no means arbitrary, though, by the same token neither are they
without difficulty. Moore (2004) defines some of the problems
faced. There are many principles by which the boundaries of a
context might be defined and these follow recognisable principles
both in linguistics and statistics. It is possible to use compositional
(or paradigmatic) and sequential (or syntagmatic) information to
create boundaries for a context. Moore uses the idea of a dialectic
between context and language to mean contextual dimensions
such as Field, Tenor and Mode following Butt (1999/2004), and
”the clarifying role of sequencing of interactive moves in achiev-
ing the configuration of contextual parameters”. For example
Knowledge about GSP and sequence within an element of GSP
will provide good information about the boundaries of a context.

In her analysis of Doctor/Patient interaction, Moore (2004)
distinguishes her phases ”on the basis of Field, Tenor and Mode
at the level of context, and in terms of experiential, interpersonal
and textual semantics”. Though essentially it is possible to draw
the boundaries anywhere depending, in part, on the functional
motivation of the task at hand or the purpose. Moore points out
that the boundaries between phases are best treated as fuzzy
boundaries – an idea not at all unscientific in the way that it may
have seemed in the past.

In this sense, context does not describe the data, it is the data;
it is the means for selection of a motivated piece of interaction
from an ongoing flow. It could be that you want to mark off
any situation where the population that you draw from changes.
Though the value of this choice is not all that defensible, there is
a sense in which many text selections are made on this principle,
for example we can see that a doctor’s consultation is bounded by
time and a population change even though the basic field, tenor
and mode selections may not change dramatically. Likewise, in
analysis of data from family interaction the boundaries for the
textual analysis are set by change in material setting and a time
chunking, while at the same time recognising that this is all part
of ongoing social process and social relations.
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A text, as well as being located in the here and now, is both
reflective and predictive, thus it is tied to what has gone before
and seeks to make contact with what is to follow. A text’s exist-
ence in the here and now only makes sense because of what has
happened in the past and what is planned for the future. So it
is possible then to consider context as starting at each peak or
each trough in waves of meaning. Context can be considered as
constant but changing in regular ways, which reveals a pattern
even above the random noise of daily life. The same result will
be achieved if there are certain constant features, for example the
same participants. On the other hand, if the main participants
hold very different conceptions of the primary goals behind an
activity, one must concede that there is a challenge to the unitari-
ness of the context and the agreements about its limits.

There must be at least a cognitive boundary to contexts because
functionally we need to define one move from the next. The
same pressure to define the day by hours, minutes and seconds
is reflected in our division of the flow of social process into
bounded contexts. The fact that most structural statements that
have been devised contain some form of orientation, bearings or
focus or some element that focuses attention indicates, at least in
part, that there is some sort of boundary at work in context. The
nature of this boundary is a matter for future investigation since,
for cognitive efficiency if nothing else, people appear to need to
reflect on existence as a series, thus possessing boundaries. So
for each series shift we need to focus on that as a new series with
new parameters.

4.4.2 Multiple Perspectives

In attempting to account for context, the researcher is faced with
the problem of point of view. While participants in a context will
need to share crucial elements in order for the process to be effect-
ive, most people won’t see this shared event in exactly the same
way. The elements that must be shared for an event to proceed
relatively smoothly are almost of more value to research than
what makes them unique. After all, this particular theory is one
of interaction not introspection. In a social view of language, the
researcher is concerned with what goes on between individuals
not individuals themselves, meaning that the individual is not
the primary focus of the analysis. However, despite the focus on
the shared elements of the context, the question of point of view
is still an important one primarily because of the construction
of the networks. The point of view of analysis is not that of any
participant, for the researcher, it is that of eavesdropper and this
can be problematic .
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As is often the case with research that relies on report, there is
the problem of whose point of view gets recorded. When context
networks are used to record details about a context, there is a
built in assumption that the resultant view is from one particular
angle. Many of the networks actually require that the research
assume the perspective of one of the participants. Obviously,
there is the researcher’s own perspective that gets built in to
any account, but because it is an interactionally based contextual
model, problems are encountered when aspects of the networks
require that the context be recorded from one view point. For
example, if I am building up a picture of the Tenor, it is necessary
for me as a researcher to take one person’s, or at least one group
of person’s, point of view.

In most cases, taking multiple soundings of the context can
resolve this problem. For example, if you take the context por-
trayed below, it is possible to record the context from the point of
view of the MET members (layered and plural), the Ward staff
(layered and plural), the research team (plural), and any family or
visitors (varied and plural). If each instance is recorded from each
perspective, the resultant picture becomes quite a rich portrayal
of the context. While this will be valuable for answering many
research questions, it becomes very cumbersome for the purposes
of real time recording.

It is possible to take multiple points of view and this is essen-
tially what the research team at the Simpson Centre are attempt-
ing to do in their recordings and interviews. We certainly want
to recognise the multiplicity of perspectives that will exist in a
context. In most cases the mode will be fairly consistent while the
tenor and field could vary greatly from participant to participant.
Despite this variation, these are still just different perspectives
on the same context; we wouldn’t necessarily want to call them
different contexts. After all, ‘the nature of interaction is inherently
social, no matter how personal the ends it is made to achieve’
and what we are looking at is multiple perspectives on the same
context, because a coded context is a shared context.

4.4.3 The Location of Networks

Research can be caught between too much generality and too
much specificity. In a problem that is specific to those attempting
to map context through system networks, the issue of where the
networks sit becomes important. Hasan (1999:224-225) but also
more explicitly Hasan, (2004b:175) suggests that

‘if context of situation is to context of culture as text
is to the system of language, then, by analogy, so far
as context theory in SFL is concerned it is like having
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the theory of text, but without an ability to show its
relation to the theory of language system’.

The location of system networks at the level of situation is a
problem in theory because while systems of choice may be indi-
vidually actualised at the level of instance, they are systemised at
the system end. This may be a result of working from a corpus
based instance approach. Because you enter at the particularities,
the particularities are foregrounded. If you are trying to build it
from situation you are entering at the particularities and trying
to build it back. This enhances the aspect in which things are
distinct and individual. Certainly we are interested in the dif-
ferences that pertain between instances and what makes them
unique, but it is what they share that will often be of the most
value to us.

At one level, all contexts of care are alike, and you can code
them all as being similar. Doctor, mother, teacher, or politician
are all similar roles at an abstract level because they are all
positions of care, but when you come in at each situation you are
focused on the differences between those, not the similarities. It
is necessary to keep in mind the systemic similarities between
contexts. These are more likely to be foregrounded when we look
from the system end of social structure.

However, the similarities and differences are just different view-
points on the same context, and it is always necessary to have both
perspectives. They are answers to different questions, and both
are useful. Contexts very soon start to individuate, some much
sooner than others, and it is useful to see how things are different.
Nevertheless, it is also very useful to see how they are alike, par-
ticularly for the process of policy formation. Similarity can reveal
the patterning that is not otherwise obvious. Systemised context
networks not only differentiate between contexts, but also reveal
the similarities. There can be numerous points of view, and all the
pictures are needed to build the dimensionalised view. The value
of such a dimensionalised view is that it provides an account of
context that is multi-perspectival and as such inclusive.

4.5 representing a model of context

One of the most persistent issues with modelling context is how
context is represented. It is commonplace to think of meaning as
being multimodal yet diagrams, figures, tables and other forms
of representation are frequently overlooked as a crucial form
of meaning making. Waddington (1977) explored the potential
that exists for different means of representation creating different
meanings. He covered some of the different ways in which the
same scientific idea might be communicated. Similar issues have
been explored by Halliday and Martin (1993) where they discuss
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some of the issues involved in the communication of science.
Butt, D., Halliday, M., Matthiessen, C., Teruya, K. and Wu, C.
(2004) and Tuckwell (2007) have raised related concerns when
they discuss the representation of evolution and the problems
that are faced when complex ideas are represented, including
diagrammatic and particularly iconic form.

Linguistics as a scientific study faces exactly the same issues.
There is just as much complexity in representing ideas about
language and meaning as there is in representing ideas about
evolution. Indeed as both Butt and Tuckwell suggest, anything us-
ing complex systems thinking rather than linear cause and effect
type reasoning will have challenges when it comes to represent-
ing these ideas be they in diagrammatic or linguistic form. Given
the approach taken by SFL in mapping language and meaning it
might well be expected that representation will present a problem
for any of the strata.

While representation on the other strata are by no means re-
solved beyond debate, they are perhaps more regularised and
there exist fairly standard means of representation for grammar,
phonology, and even some might argue semantics, although here
again a similar problem exists. Context however is particularly
lacking in any regularity to the ways in which it is represented.
This is not unique to SFL by any means. The problem of rep-
resentation is common to all attempting to deal with mapping
context no matter what the approach. One of the reasons for this
is that context means so many different things and the complexity
with which we are faced when mapping context is such that any
representation is going to be difficult.

This lack of regularity in representation within SFL is another
reason that uptake of the models has been slow. If it is not easy to
see how to pick the model up and use it in an environment then
it is unlikely that it will be used. This has further ramifications
because lack of use of a model means that it does not get tested
and as such does not get any feedback or verification as to its
usefulness or fit to the environment.

Typically, context within SFL has been represented as a table
with one row each for field, tenor and mode. Alternatively this
can be seen in a box or something similar. This representation
follows the statement approach taken by Halliday and others (see
for example Halliday and Hasan 1985, Hasan, 1999). Statements
about context reflect Halliday’s approach to context as outside
language and represents a selection from a system located beyond
language. Thus, we have a statement of context as it relates to
language.

This is perhaps true for most accounts of context. It is quite
common to make a statement about what the context is and
then to move on to other forms of analysis. These approaches
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Table 3: Reading context from text (Hasan, 1999:233).

Field of discourse:
promoting a sociological publication: giving overview of content;
foregrounding distinctive qualities. . .

Tenor of discourse:
agentive relation: promoter addressing prospective buyer: virtual
addressee imagined prototype: adult; educated; interested in so-
cial questions. . .
social relation: institutionalised; peer; promoter dependent on
buyer’s goodwill, buyer dependent on promoter’s service. . .
social distance: near maximal. . .

Mode of discourse:
role of language: constitutive. . .
channel: graphic; no visual contact; monologic; no process shar-
ing. . .
medium: written. . .

tend towards representation as a box or table with the context
statement within it. This is true for the representation of results as
well as the model since they differ very little. Notice for example
that Halliday (1985, 1994, etc) represents his model of context
as being a set of statements about context not a system and his
results as being a selection from these statements. Halliday’s
results are also seen as answers to questions about context.

Of more difficulty are the approaches that use system networks
or typologies to model context. These approaches, and here I refer
specifically to Hasan and Butt, take field, tenor and mode to be
starting points for mapping out further delicacy at the level of
context. The systems at context are not elaborated to the degree to
which other systems are and, as Hasan (1999) points out, behave
differently, making representation more difficult. Not only are
the systems cumbersome to work with, but they take up large
amounts of space and need to be explained each time they are
used. Because they only make sense in relation to each other, the
whole systems need to be presented rather than sections alone.

There is no shorthand representation for system networks at
the level of context meaning that other forms of representation
have not taken hold as alternatives. As such, presenting the
models to others requires a statement about the entire theory
before presenting the model of context. This makes publications
in interdisciplinary forms difficult if not impossible.

It is generally necessary to assume some degree of familiar-
ity with the model or ideas in the model and often this can be
covered in a simple diagram, but there is no simple diagram for
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Figure 23: Stratal view of context from Wegener, Cassens and Butt
(2008).

representing models based on systems. Some have used stratal
representations to cover this idea, showing patterning across
strata. Yet even here the diagrams are so complex that they do
not really save space or act as a shortcut for explanation (see for
example figure 23 from Wegener, Cassens and Butt, (2008) and
figure 24 from Moore and Wegener, (2010) but similar repres-
entations have been given in Butt, Moore, Astolfi, Borg, Langley,
and Ross, (2002) and also Butt (1999/2004)). Despite these lim-
itations, such diagrams have also been used to present results
(see discussion in chapter 5) and can be beneficial particularly
for publications or presentations where they can be particularly
helpful for an inducted audience or can be used to present an
overview of the theory for a new audience.

Systems also present a challenge when representing the system
itself. It is necessary to decide between presenting the entire sys-
tem or parts of the system incrementally as in Hasan (1999). The
presentation of the entire system is a nice representation since the
idea behind systems is that of potential. The selections made from
the potential are only truly meaningful when seen against the
entire potential (see chapter 5 for a discussion of the implications
of this for results). However, as is immediately apparent, this is
not always practicable since the systems take up an inordinate
amount of space, certainly precluding the presentation of the
model in a journal article or conference paper. This restriction
has interesting implications for the development of academic dis-
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Figure 24: Moore’s representation of the relationship of text and system
(Moore and Wegener, 2010).

cussion and debate and indeed the shape of research (see chapter
2).

In presenting the systems themselves, it is necessary to dis-
tinguish between the different systems and their relationship to
each other. Hasan (1999) does this by placing icons of various
kinds on the systems (see Hasan, 1999). This is of course going
to be problematic as you increase delicacy and specificity.

Butt (2008) approaches the problem of system labels by la-
belling the systems with letters and the selections with numbers.
Thus the letters represent what we might consider parameters
(i.e. relatively fixed) and as such able to be represented by let-
ters, while the selections are variables that can be represented by
numbers.

This representation means that selection statements can be
presented as a set of letters and numbers representing selection
paths through the networks. However, it should be noted that
while this makes metadata storage easier, this is meaningless
without access to the networks themselves and we return to the
problem of how to present the entire network potential. The use
of letters and numbers add further confusion in that the numbers
representing the variables are not counts or values but merely a
code representing the system.

A variation on this problem is that faced by Ventola (1987).
While Ventola (1987) is attempting something quite different to a
systemic representation of context, there is a similar problem in
representation. Like the system representations, Ventola’s (1987)
flow charts (see figure 26 and also Appendix A-3) require the
presentation of the entire chart for selections to be meaningful.
They are perhaps even more at a disadvantage than the system
networks in their space requirements. They do however have the
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Figure 25: Primary choices within the Material Action system showing
use of letters to represent primary network and numbers for
choices within that network (Butt 1999/2004).

Figure 26: Flow chart representation of context from Ventola (1987).
Full chart can be found in appendix A.3.

advantage of being familiar and readily accessible to a wider
audience.

What this section displays is the extent to which representa-
tional issues are hampering the spread of the tool and shaping
the future of academic debate. As was discussed in chapter 2, so-
cial, economic and technical changes can have a dramatic impact
on the shape of science and academic debate. It may be that the
next few years sees a growth in online interactive publications.
This change might have a positive impact on models that have
space intensive representations. Many of these issues recur when
we attempt to apply these models and will be further discussed
in chapter 5 when we consider the implications for applying a
model by applying Hasan’s context model to a hospital domain.
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4.6 putting context to work

In this chapter we have seen how a contextual theory of language
begins to put context to work by modelling it. van Dijk (2008:28)5

in criticising the different models within SFL (although he calls
these theories) remarks that “we can not escape the conclusion
that the whole framework is built on a fundamentally flawed
notion of context – which in no way reflects a systematic analysis
of the (linguistically) relevant structures of the social context, as
was (and is) the overall aim of context theory, also in SFL.” His
criticism then lies with the theory itself and herein lies one of
the biggest problems. The issues that exist in theory inevitably
flow over into the models that are constructed within that theory.
When no distinction is drawn between theory and model then it
becomes very difficult to see where the problems, if there are any,
lie.

The differences in the models presented in this chapter lie in
their understanding of the relation between context and language
presented in the theory. There is an ambiguity in the theory in
relation to how context is understood and this lends itself to
more variety in modelling. Field, tenor and mode have perhaps
remained as constants across the models at least partly because
they represent a means of making a connection between grammar,
semantics and context.

While different models have given better insight into differ-
ent aspects of context, it is unclear how these different aspects
combine with each other and with grammar and semantics. In
the absence of a clear theoretical guide as to the connection each
model has developed a separate way to connect the different
aspects meaning that models are doing what should really be
the responsibility of the theory. This means that it becomes even
more important to select the most suitable model for the research
question at hand.

Particular attention has been given to Hasan’s (1999) model
of context as an example of the way context may be modelled
within SFL as a contextual theory of language. As part of the
consideration of modelling, some examples and proposals for the
representation of context models have been discussed along with
their respective strengths and weaknesses.

In the chapter which follows, chapter 5, consideration will be
given to the challenges that are faced when a model is put to
use. Specifically, chapter 5 examines the application of Hasan’s
(1999) model of context as adapted by Butt (mimeo) to a situation

5 This quote was originally taken from chapters placed on van Dijk’s website
http://www.discourses.org/. It was originally listed as van Dijk (2002:30),
however the same (or very similar) quote can now be found in van Dijk
(2008:28) and variations of this quote can be found in other publications.
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within the medical domain. This displays both the adaptations
necessary for application of a model and the problems that are
encountered.
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5
A P P L I C AT I O N : A P P LY I N G A M O D E L O F
C O N T E X T

“The more crystallised bonds of social groupings, such
as the definite ritual, the economic and legal duties, the
obligations, the ceremonial gifts and formal marks of regard,
though equally important for the student, are certainly felt
less strongly by the individual who has to fulfil them.”
Malinowski, (1922:19)

5.1 testing a model

In the previous section, section 2, we examined some of the
possible models for context within SFL. Chapter 4 concluded
by exploring the value of Hasan’s (1999) model of context. In
this chapter Hasan’s model of context and its extension by Butt
(1999/2004) will be put to work in a hospital context using video
data gathered through the Simpson Centre for Emergency Care
Research. This will be used to discuss some of the strengths and
weaknesses of the model and to propose some areas which need
further consideration. In so doing, I aim to apply Hasan’s (1999)
model of context as outlined and extended by Butt (1999/2004).
Critical discussion of the networks themselves and problems
with their application will be held over until chapter 6, where
these will be discussed with reference to data from other contexts
as well. This approach to the analysis stems from a desire to
display the ability of the networks to be useful in solving real
world problems without consideration necessarily being devoted
to the discussion of their limitations. Where possible notice of the
intended discussion will be given in chapter 5 although it will
not be discussed until chapter 6.

This research is motivated by the need to predict variation at
the level of semantics, lexicogrammar and phonology. Context
is central to our ability to predict such variance because it spe-
cifies the probable from the possible. As Raymond Firth (1951:10)
suggests, although we may not find conformity to a recognised
rule, some statistical regularity is observable in people’s actions.
If language is considered as a system laying out the large set of
options from which users select in a given instance, then in order
to make a prediction about the selections that are likely to be
made we are faced with the problem that there will be an infinite
array of options that might be selected. Model is specified here
because what is being presented is only one possible model that

137



138 application : applying a model of context

is consistent with a systemic functional theory of language. It is
also a functionally formal model and as such refers to a process
of abstraction.

Within a systemic tradition that treats context as existing in the
same relationship to situation as text does to language, context
may be represented at the cultural level as a series of networks.
These networks are related to each other by means of either
realisation or co-occurrence. If systems are related and co-occur
they may be said to be aspects within the same system; if they
are unrelated or only partially related, then they are separate
systems within the same network; if they are in a causal relation,
that is, they represent the cause for choices within a system, then
they are part of a separate network and thus in a relation of
realisation.

The relationship between the language system and the social
system or social structure is a complex one. (Halliday, 1978:155-
156) describes the relationship as being such that “in a hierarchical
social structure such as is characteristic of our culture, the val-
ues that are assigned to linguistic variants are social values, and
variation serves as a symbolic expression of the social structure.”
This represents the relationships involved as being multivariate
and complex, and any attempt to represent them necessarily be-
comes complex itself. This, of course, is one of the problems for
representation at the theoretical, methodological and practical
level. Complexity makes representation complex, and quite often
leads to compartmentalisation as a means for dealing with this
complexity. This will be discussed below in the section on rep-
resentation. Let us begin however by discussing the data which
forms the basis of this study.

5.2 the data set

The data presented here comes from the Medical Emergency
Team (MET) research project conducted by researchers at The
Simpson Centre, a medical research centre based at Liverpool
hospital in the southwest area health service of Sydney, Australia.
While we are focused here on defining the roles of MET mem-
bers, this is only a small aspect of a much wider study into the
design, operation and training of MET members. Analysis of
roles and responsibilities was done through a time and motion
study followed by consensus-building interviews with MET staff
centering on the division of a MET call into phases or segments.
The data set is diverse in its nature, consisting of ethnographic
film, recorded interviews, recorded focus sessions, ethnographic
notes on both the film and interview, secondary analysis, and
documentation from within the hospital domain. These different
data types are very different in their nature and relationship to
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the description of the MET domain. The details of the variation
between the different data sources are discussed further below.

5.2.1 Data collection

The hospitals under analysis in this study fall within the South
Western Area Health Service of the Sydney Metropolitan Area
Health, Australia between June and December 2006. From the
hospitals located within this area health service, three hospitals
were selected representing, a Tertiary Referral Hospital (TRH), a
Major Metropolitan Hospital (MMH), and a General Metropolitan
Hospital (GMH). Purposive sampling was used with MET calls in
each hospital being filmed over an eight week period during day,
evening and night shifts. Collection times ranged across weekdays
and weekends to capture the potential for temporal variation in
the structure of care. In total 26 MET calls were recorded. During
this time the researchers typically camped within the hospital.

Data collection took the form of ethnographic filming and
ethnographic observation techniques. Using a Sony (Digital HD
Video Camera Recorder – HDV 1080i) and a Panasonic (Digital
Video Camera Recorder – AG DVX100E) with attached shotgun
microphones, the clinical researchers (ICU nurses) focused on the
the ICU nurse and the scene in general for the duration of a MET
call. During this time, a further two clinical researchers acted as
ethnographic observers and kept a journal of their observations
and impressions during the MET call. This data was useful not
only in providing a layering of perspectives on the scene, but also
in identifying people later in the videos and on the audio files.
Subsequent to each MET call, the ward nurse and the MET nurse
were interviewed using a semi-structured interview technique to
elicit their impressions of the success of the MET call, including
what the call was for and how they felt about the call.

There are a number of issues around the data used in this
study. Apart from the fact that it is a particularly rich and diverse
data set that covers many different aspects of the MET, the data
stands in very different relations to the MET call. These different
relations make the data’s status as linguistic evidence different
in each case. These relations are modelled in chapter 6. With
regard to the film based data, there are a number of issues that
are relevant for all multimodal data sets including, how it is
presented, how it is stored and how it is used. These issues will
be further discussed in chapter 6.

5.2.2 Meta Data

The resultant multimedia data set was managed using EUDICO
Linguistic Annotator (ELAN). Designed by the Max Planck In-
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stitute specifically for linguistic analysis, Elan is an annotation
tool which allows the researcher to store, create, edit, annotate,
analyse, search and visualise multimedia data. While it is itself
multifunctional, ELAN forms part of the Language Archiving
Technology (LAT) tool set which includes; Addit (a note adding
plug in), AMS (a tool which grants or denies access to (part
of) a database), Annex (annotation exploration tool), Imdi (cre-
ates, searches and modifies metadata), Lamus (language archive
and upload tool), Lexus (web-based lexicon tool) and Synpathy
(manual syntactical annotation tool). The visual and inferential
meaning of the actions of the MET nurses were annotated sep-
arately for each video. Data collection and analysis spanned an
18 months period, with two researchers and eighteen clinicians
(accredited Critical Care Nurses or the equivalent) completing
29 sessions over a 7 months period. All participants in the study
were experienced with the MET system. The duration of the
sessions ranged from 50 mins to 6 hrs 30 mins.

The participants and their peers (critical care nurses – them-
selves the subject of a subsequent study) were invited to code
and engage with the analysis of the visual data. Establishing
peer groups facilitated by clinical researchers for the purpose of
coding the data provided access to the experimental data base
generated in clinical settings that is fundamental to expert clinical
performance. It should be stressed that this was central to the
approach taken by the researchers at the Simpson Centre and
is not necessarily part of a contextual analysis although their
approach was certainly guided by SFL contextual principles.

The analysis carried out by the Simpson Centre took the form
of classification on a number of levels of abstraction. The first
order was at the more concrete level of narrow task-orientated
assessment, as in the performance of technical bedside respons-
ibilities (reference the specialist nursing paper). Firstly for each
video the smallest possible units of meaning of the actions of
the MET nurse were annotated by the two researchers. At this
initial stage of the analysis the focus for the researchers was a
description of what was going on in the MET calls. This focus
took the form of a description of the actions and behaviours that
were carried out by the participants in the videos. While it would
be possible to analyse the actions of the participants in detail
(see for example Moore, 2007)1 the focus here was the domain
based description for small groups of activities (e.g. ‘measure
blood pressure (BP)’, ‘record Blood Glucose Levels’ (BGL), ‘re-
quest patient information’). For sixteen sessions each researcher
annotated videos individually, which were later cross referenced

1 In fact, detailed studies of gestural and speech based communication within
the MET setting were carried out as part of the wider study into MET systems.
These studies used the same data collection and storage methods.
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between the two researchers. For another six sessions they an-
notated together. This process took four months. At this stage
of data management, groups of participating clinicians engaged
with the analysis process. All annotations and analysis of the
data from here on were group based.

The second order of abstraction made explicit the pressures
that shape the choices MET nurses make in the context of MET
calls. This drew on the understanding of what a MET call was
and the nurses training for such events. Thus at this level the
orientation was not so much to the instance, but to the notion of
MET as a recognisable context. The third level of abstraction drew
on the more abstract context of hospital culture and the place of
the MET within this culture, thus at this level the orientation was
to the function of MET within the hospital and the purpose of
each phase as a function of the culture.

Because the potential for variability between hospitals in the
understanding of roles and responsibilities was also of interest,
participants only coded MET calls from within their home hos-
pital. This ensured that participants involved in coding had an
intimate knowledge of the hospital culture and were able to spe-
cify the context and structure of MET calls within their hospital.

Groups were moderated by one researcher and at least one ob-
server to provide continuity across the groups and maintain high
levels of reflexivity. Interactions were peer oriented with emphasis
on making explicit the shared clinical knowledge and experience
accrued. Some had also been participants in the videos, hence
the analysis reflects a large group of experts and adds to the
descriptive and interpretative validity of the results. All sessions
were recorded on audio tape.

During coding and analysis, delineation between researchers
and clinicians was minimised. As part of the terms of reference for
the group sessions, any conflicting interpretations were resolved
and agreed on before the close of session. On each occasion
the observer kept a detailed record of all changes made to the
annotations, including the reasoning behind these, in an Excel
spreadsheet. There are also numerous ethnographic notes on this
process and the process was filmed in each case.

Interestingly for the process of tracking cognition about con-
text, each session was filmed and transcribed and every detail
of the research process was recorded, meaning that detailed doc-
umentation for these discussions and the reasoning associated
with them is available for all three stages of analysis. This depth
of data provides insight into the way people reason about context
and the different ways that they are able to conceptualise the
nature of context. The discussion of the potential for multiple
views on context is discussed below and further in chapter six.
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5.3 analysing context

A significant part of understanding the definition of roles and
responsibilities in a MET call is a matter of understanding the
context. This means understanding the MET context, recognising
and reading the context as well as examining communication
within the MET context. Although, from a linguistic point of view,
the study as carried out by the Simpson Centre was an amalgam-
ation of semantic and contextual analysis since the categories
were typically based on a professional ontology. What proved
problematic for the researchers was the fact that each participant
who was interviewed about the MET videos broke up the context
in a slightly different way. They use different words to describe
what is going on, respond to different aspects of the MET en-
vironment, and argue for their divisions on different grounds.
This was problematic because the project was trying to reach a
consensus over the key phases of a MET call. From the point of
view of context modelling this is not the problem that it was for
the research team because the variation that they found is just
the kind of variation that a context model attempts to explain.

For linguistic theory, the value of this project is not just that
it reveals the structure or phases of a MET call, but also that it
provides a rich, multimodal and multiparticipant environment
which reveals something about the multiple perspectives that
need to be accounted for in a model of context. This challenge
to modelling can be explored through the application of Hasan’s
(1999) model of context. At this particular point I will focus on a
contextual analysis of the MET call without discussing any of the
complications that arise. The discussion of these complications
will be held over until chapter 6.

5.3.1 Method

Context is essential to understanding meaning, a point that, as
we have seen in chapter 2, has been recognised since the earliest
studies of language. As Halliday (1985:10 in Halliday and Hasan,
1985) suggests, ’the situation in which linguistic interaction takes
place gives the participants a great deal of information about
the meanings that are being exchanged, and. . . that are likely
to be exchanged’. Hasan (1985:55, in Halliday and Hasan, 1985)
takes this point further, suggesting that if indeed this is the
case, ’. . . then it is equally true that the meanings that are being
made by the language will give the participants a great deal
of information about the kind of situation they are in’. This bi-
directional relationship between language and context that is
emphasised in the approach that is taken by Hasan (1985 in
Halliday and Hasan, 1985) has two virtues. Not only does it
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recognise that texts have a structure that we as text users are
able to recognise with accuracy and rapidity, but it also calls
attention to the culturally constructed nature of texts. As Hasan
(1985:55 in Halliday and Hasan, 1985) claims, recognisable types
of situations are culturally constructed through the years by the
use of certain forms of language. Hence, the situations which
fall within a type of situation are constantly changing, meaning
that we are able to say, for example, that we are in a buying and
selling situation because of the language being used.

This bi-directional understanding of the relationship between
context and text as set out by Hasan (1985 in Halliday and Hasan,
1985 and elsewhere) is central to understanding roles and re-
sponsibilities, in this particular case roles and responsibilities in
METs. It is important that the participants be able to anticipate
and predict the meanings that will be made in a situation, that
they be able to respond to each situation not as if it were totally
unique or unexpected. But we also want participants to be able
to shape and change the nature of their working environment, to
control the situation and to be in a position to shape the situation
through their use of different meanings.

To achieve both predictability and potential for change and
control, we need to understand the structure of a MET call and its
function within society. But we need also to understand the spe-
cific contextual variables (values within Field, Tenor and Mode)
which make the realisation of these cultural functions possible
and recognisable within the structure of a text.

Hasan’s contextual analysis begins by stating a contextual
configuration (CC) for a text (Hasan, 1985:55 ). A contextual con-
figuration is a statement of the ’significant attributes’ of a social
activity (Hasan 1985:56 in Halliday and Hasan, 1985). Within
Hasan’s model the tripartite concept of context is known as the
contextual construct (Hasan, 1999:232) where ’each of the three,
field, tenor and mode, may be thought of as a variable that is
represented by some specific value(s)’(Hasan, 1985:55 in Halli-
day and Hasan, 1985). The CC is a statement of these specific
values. When the variables 2 field, tenor and mode are organised
as system networks, the values become much more detailed and
the CC becomes accordingly more extensive. The notion of CC is
important because it is necessary for ’talking about the structure
of the text’ (Hasan 1985:56). According to Hasan (1985:56 in Hal-
liday and Hasan, 1985) “it is the specific features of a CC – the
values of the variables – that permit statements about the text’s
structure”.

Texts that share a similar CC are likely to share a similar
structure (Hasan, 1985: 64 in Halliday and Hasan, 1985). This
is referred to as the Generic Structure Potential (GSP). The rela-

2 See chapters 4 and 6 for further commentary on the issue of variables.
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tionship between the similarity of context, that is the similar CC,
and the similarity of structure, that is the similarity of GSP, is
interdependent, with the function of language being the basis for
similarity (Hasan 1985:64 in Halliday and Hasan, 1985).

Hasan (1978:229) outlines this model for examining the struc-
ture of text by suggesting that

”...associated with each genre of text – i.e. type of
discourse – it a generalised structural formula, which
permits an array of actual structures. Each complete
text must be a realization of a structure from such an
array. The generic membership of the text is determ-
ined by reference to the structural formula to which
the actual structure can be shown to belong. A text
will be perceived as incomplete if only part of some
recognizable structure is realized in it; and the generic
provenance of a text will remain undetermined, if the
part so realized is not even recognizable as belonging
to some distinct actual structure.”

Hasan’s (1999) model of context as outlined in chapter 4 was
applied to the MET data in combination with other work by
Hasan on context modelling and its further elaboration by Butt
(1999/2004). In this study the texts analysed are filmed instances
of MET calls in selected hospitals in Sydney’s south west area
health service. For the purposes of analysis each event is treated
as a discrete text, although many are complex texts as defined by
Hasan (1999) and certainly each text is multimodal, multiparti-
cipant and multifocal.

5.3.2 Setting out: the Anticipated Context and the Individual Context

Contextual analysis sets out from a statement of the Contextual
Configuration (CC) for MET calls as a recognisable social process,
drawing on cultural knowledge of MET calls derived from an
understanding of their function within the culture and, more
specifically, their function within the hospital culture or domain.
From the general CC statement, a preliminary GSP is construc-
ted which posits a structural arrangement for a MET call as a
recognisable social process. At this stage, the social process is
a conglomerate of past experience with MET calls rather than
any instance of a MET call, generic roles rather than specific indi-
viduals and generalised named actions rather than specific actual
actions. It should be noted that depending on the perspective on
the social process, i.e. whether it is a stakeholder perspective or
an outsider perspective, the evidence for building a picture of a
general CC or general GSP will vary. Because these draw on the
cultural or social function of the social process as rationale for



5.3 analysing context 145

the CC and GSP, experience with actual instances is not strictly
necessary.

To recognise the ability of humans to bring to a social process
some conception of the expectations for that social process, I have
formalised a category which I will refer to as the Anticipated
Context. The Anticipated Context may be defined as recognisable
social process which has some nominal or other representation
in the cultural reservoir and has associated roles and respons-
ibilities. In setting out in our contextual analysis, we will begin
with a statement of CC and GSP for the MET as a known social
event or Anticipated Context (AC). The AC can usually be estab-
lished without reference to any actual data3. Reference is made
to the culture in which the context is situated and the function or
purpose of the named social event within this culture. The AC
forms a threshold or expectation against which actual instances
may be viewed. It is only against this set of expectations that the
concept of a good or bad, successful or unsuccessful instance of a
particular situation makes sense. In this sense we are establishing
a relationship of instantiation between the abstract notion of an
Anticipated Context and the concrete individual context 4.

The concept of an Anticipated Context draws on Bernstein’s
(1990) notions of recognition rules and realisation rules. Both
Hasan (1996) and Martin (2006) also make use of these notions
in explaining variation in contexts through coding orientation.
Martin (2006:293) suggests that the concept of individuation helps
to explain the variability in how people read the social function
of a context and links this to coding orientation. Martin (2006)
draws on these concepts to explain why different writers produce
very different texts about fundamentally the same event. As we
discussed in chapter 2, the importance of the individual and
unique is of somewhat limited value since coded behaviour is by
necessity shared.

Following the establishment of an AC, contextual configura-
tions are given for each specific instance included in the data
set. On the basis of these statements of the CC, structural state-
ments are made for each instance. The contextual analyses for
each instance are made on the basis of language in each text
and combined with information from other data sources relating
to that specific text. The resultant statements refer to specific
instances of MET calls with specific individuals performing spe-
cific tasks and behaviours. These statements are referred to here
as the individual contexts or ICs. The IC statements are then

3 Data here refers to filmed or recorded instances. Typically some kind of data
will be used however it will most frequently be of a different nature (see chapter
6 for further discussion of this point).

4 Although note my previous statement (see ch 3) about the nature of instantiation
and its limitation to the theoretical hence the non contextual nature of the
relationship. This causes problems for abstraction at the level of context.
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compared to the AC statement to ascertain the variation in CC
and GSP that exists in texts that have CC’s of a particular nature.
The comparison of IC with AC allows researchers to examine
which values of the variables field, tenor and mode are most
likely to result in favourable or unfavourable variation from the
AC in any particular IC. This comparison between AC and the
instances of IC allow for the establishment of the actual roles and
responsibilities in a MET call and result in a better understanding
of the MET and its relation to the hospital domain.

Variation between the AC and IC for the MET calls is then com-
pared to variation in other contexts of care to establish crucial
overlaps and similarities as well as the potential for important
disjunctions between these contexts. This comparison allows for
the consideration of domain based challenges such as the prob-
lem of educating in high risk environments. Education might be
considered to have certain crucial values which provide the best
possible environment for quality education to take place. High
risk environments such as surgery, air traffic control, flying, emer-
gency work, rescue and emergency department care amongst
other environments are typically counter to the optimal teaching
environment yet all are situations where training or specialised
education is crucial. By working to understanding the relations
between these situations we are better placed to provide the best
possible training for high risk environments.

5.4 applying a model of context: the met context

In setting out to analyse a context our first problem is to establish
the boundaries of our unit of analysis. Typically it is preferable,
for a number of reasons, for there to be some agreement as to
the unit of analysis. This is important for continuity if nothing
else. When our analysis is at the level of context however, it
becomes increasingly difficult to establish any kind of fixed unit
of analysis. Certainly, the question of boundaries has been a
longstanding issue for social science, science and the study of
context in particular.

In the case of the present study, as well as being identifiable
on the basis of nominal existence, boundaries were defined on
the basis of perspective. The researchers set out to elaborate the
roles and responsibilities of MET team members, and specifically,
the roles and responsibilities of MET nurses. As such, they ap-
proached the MET with a particular question in mind. This being
the case, the MET calls were viewed from the perspective of the
MET nurse to the extent that the researchers effectively became
embedded (literally – they slept within the emergency room or
the ICU tutorial room) MET members in much the same way that
journalists might be embedded with a military group.
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Figure 27: The Participant structure for the Anticipated Context for a
MET call.

In the present case, the researchers were embedded with the
MET and they thus filmed the MET scene from the MET perspect-
ive not the ward perspective. The researchers started and stopped
filming when the call started and stopped for the MET. Thus, the
film is skewed towards the MET perspective limiting the value
of the data for answering multiple questions. I would propose,
for example, that the scene would look quite different for a ward
nurse or a family member or even ancillary staff. However, the
criticism that is levelled at this approach when used in war report-
ing does not necessarily hold when used in mapping a specific
context, although this point will be discussed further in chapter
6. Here the researchers are setting out to understand a context
from a particular perspective so it is inherently perspectival work
and in this instance relatively unproblematic.

The deliberately perspectival nature of this research means that,
in describing the context, we can enter our context networks from
a particular perspective. In this case, we will take the perspective
of the MET as a team rather than any individual within the team
since we are considering an Anticipated Context at this point
in the analysis. The function of a MET call, as was discussed
earlier (see chapter 1 and sections 5.1 - 5.4 above) is to make
specialist equipment and skills available in a ward context as
required. They are there to solve a specific medical emergency
with a specific patient. As such, it is possible to consider the
primary participants (at this stage) as beings the patient and the
MET with the potential for technology as a mediating participant.
This relation and the boundary limits of our context are outlined
in the diagram below.

Because boundaries are important to our daily conduct, they
are often central to issues that people may have within a context.
For example, one of the issues that emerged from interviewing
staff after the MET calls was the nature of handovers at the end
of the MET call. Handovers form an important phase in a MET
call for both legal and practical reasons. Both of these reasons
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stem from the culture in which a MET call sits. In this case it
is the medical environment in Australia. From the perspective
of staff involved in MET calls there is a need to define clearly
the boundaries of a MET call particularly at the end, when there
is a tendency for the call to trail off into nothingness, making
it difficult to handover the case smoothly and creating the po-
tential for important information to be lost. This allows us to
examine another issue central to the modelling of context, that of
boundaries in context.

Analysis sets out from a statement of the MET context as an
Anticipated Context or AC as outlined above. The unit of analysis
for an AC is that of the culturally or domain defined social event.
In the case of the present study the unit is the MET call as
filmed by the research team, which as discussed above, takes the
perspective of the MET. The bias towards the medical emergency
team’s perspective is not unreasonable, to use Halliday’s (1994)
reasoning, since the social event (MET Call) takes its name from
the team from whose perspective the event was filmed.

The contextual configuration or CC given here is based on
context networks developed by Butt (2006) which extend those
developed by Hasan (1999). The rationale for the selection of
these networks is that these networks have the distinct advant-
age that they have been primarily developed with reference to
domains which might be said to fall within the general category
of contexts of care and more specifically, health care domains.
While there are a number of problems with the construction of
these networks, many of which will become more apparent as
they are put to work (see chapter 6), the health care domains
most closely approximate the domain under investigation in this
research. This alignment between the domains means that the
distinctions which are made on the networks are more likely to
be the distinctions necessary for the current context.

5.4.1 Field

The field network will be our point of departure since it focuses
our attention on the task that is typically held to be behind a
MET call. The field network comprises four systems from which
selections must be made: sphere of action, material action, ac-
tion with symbols and goal orientation. With the exception of
the system Action with symbols, the systems originate in Hasan
(1999) although they appear here with modification. Sphere of
action responds to the need for “the subject matter to be defined”
(Butt, 1999/2004) and provides the choice between specialised
and quotidian. Specialised indicates activities requiring a commit-
ment (typically a prolonged commitment) to training (typically a
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Figure 28: The major systems belonging to the Field network after Butt
(1999/2004).

formalised training), while quotidian refers to activities necessary
for group membership.

The entry condition for this system is that of a social process
as a whole, an abstract notion of the social process or a text as
a whole. The exact nature of a social process as a whole would
usually be defined by the coder on the basis of the same sorts of
principles by which they decided the boundaries of the situation.
What may of course prove problematic here is the coding of
situations where small scale shifts in sphere of action appear to
be taking place resulting in the potential for a complex context.
In such a situation, it may prove useful to have a smaller entry
unit than the entire text.

The MET scene might quite easily be coded as both specialised
and quotidian. The ambiguity between specialised and quotidian is
perhaps true of any institutional context, since typically training
as well as non-specialised attention to context are required to
adequately perform within the context. Although it is not directly
accessible from this study because the perspective chosen during
data collection was the MET perspective, the simultaneously
specialised and quotidian nature of the MET context can perhaps
best be seen from the perspective of the ward staff, where a
good nurse will be attuned to the everyday activities of the ward
as well as the specialised nature of the task at hand. In fact the
everyday or quotidian activities may play a much bigger role in
the smooth running of the specialised aspects of the hospital than
has previously been thought.

One perspective of a MET call is that it is specialised: natural:
direct: technical (and perhaps cladistic). Yet it might also be true to
say that the MET is quotidian:institutional:initiation:apprenticeship
(and perhaps practice oriented). Certainly, although the MET requires
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Figure 29: Primary choices within the sphere of action system.

training and is in this sense specialised there are distinct quotidian
aspects to it, which it shares with other contexts of an institutional
nature. As a slight aside to this selection, it should be noted that
within the sphere of action system, quotidian appears to have a
different entry condition; that of individual or group.

Material action concerns the role that activity plays in the con-
text. Here again the entry condition or unit of analysis for this
system appears to be distinct from other units of analysis. In or-
der to make use of this system, it is necessary to have as the entry
condition an entire context. However, analysis here appears to be
based on the individual in the sense that individual differences in
this system exist particularly in multiparticipant contexts, which
may reflect crucial aspects such as roles or other tenor related
categories.

When we consider the idealised MET call as an entire context,
it would be necessary to say that Material action in the MET call
is obligatory. However, many instances of the MET scenes show
that there is a clear distinction between ward and MET staff on
material action. The participatory distinction in the classification
of the context with respect to material action foregrounds a crucial
tenor relation. Since ward staff have called the MET, it is the MET
who must perform the material action, thus, for ward staff it may
be only oblique or even absent:deferred:contracted. This issue will be
discussed further in chapter 6.

The system Action with symbols refers to the necessity or other-
wise for language to be used in order to carry out tasks in this
context. This system provides between necessary and unneces-
sary and then between a wide variety of options for describing
the purpose of the text if action with symbols is deemed necessary.
Here again the entry condition is the context as a whole. Con-
sidering the MET call as a named context, most would state that
action with symbols is necessary: conceptual: reflection based. The last
of these distinctions is designated for those contexts where prob-
lem solving is the primary concern. This would certainly be the
case for MET calls however as we shall see later it is necessary to
distinguish further at this point if we are to cover the variability
inherent in instances of MET calls.

The final system within the Field network is that of Goal Orient-
ation. Goal Orientation is arguably one of the more consequential
of the systems within field (Butt, 1999/2004). It relates to the
motivations for action as they are outwardly manifested. The
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Figure 32: Primary choices within the action with symbols system.

Figure 33: Further specification within the Action with symbols system.

Figure 34: System focused on narrating.
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Figure 35: Further specification of Action with symbols network.
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Figure 36: System focused on discourse.

obvious problem here is one of accessibility. The same criticisms
that were levelled at van Dijk in chapter 4 are equally true here.
With the exception of what is revealed through language, it is not
possible to gain access to people’s private mental world. Particu-
larly given the behavioural orientation of SFL, statements of goal
orientation may prove problematic.

Given that the goals of participants within a situation are rarely
perfectly aligned, it would seem that the unit of analysis for this
system is the individual. This raises the question of how we are
to deal with multiparticipant data when the units of analysis
are different for each system. It would also appear that the goal
orientation system is perhaps relevant to all of the other systems
within the other networks. While it is important for goal, it often
relates more to the method of proof or evidence used for category
selection than to the field as such. As will be discussed further in
chapter 6, it may be possible to code all our selection according
to an evidence network.

Following the network as laid out in Butt (1999/2004), the
temporal orientation to goal is immediate (game-win or auction-buy).
The evidence for the goal orientation is overt and defined by activity.
The orientation to the goal is constant. We will return to some of
the issues associated with this later in chapter 6.

5.4.2 Tenor

The tenor network is an attempt to encode the social relations
pertaining to meaning making in a particular situation. The tenor
network comprises four systems. These are Social Hierarchy; Agen-
tive role; Social Distance and Network Morphology. These systems
capture the relations between participants in a context. Participant
here may also be seen to include artificial intelligent devices fol-
lowing the arguments put forward by Nardi (1996) although this
will be discussed further in chapter 6.

Social Hierarchy is the first of the systems which will be con-
sidered in a tenor description of the MET call environment. Social
hierarchy captures issues of equal or unequal distributions of so-
cial status and power. This system is broken into smaller systems
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Figure 37: The goal orientation network as set out by Butt (1999/2004).
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Figure 38: The major systems of the Tenor Network after Butt
(1999/2004).

Figure 39: System looking at social hierarchy between participants.

of hierarchy; Explicitness and Mutability. The MET call environment
is Hierarchic: Legally defined and repercussive. The relationship is
explicit and mutable, changing with changes in field.

The second system is that of Agentive Role. Agentive role focuses
on variation in the roles of the participants involved in a context
and how these roles are established and maintained. The focus
here is on the implications of these roles on meaning making in
the context. Agentive roles is divided into 3 subsystems: Acquisi-
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Figure 40: System focused on agentive role.

tion; Role Achievement and Reciprocity. The MET call environment
as a named social activity has acquired roles that are civic in
nature, by status, expertise. These roles are non-reciprocating.

It is clear from this analysis that there are some analytical
problems in using these systems. Firstly, the terms are reasonably
open and this proves problematic when attempting to apply them
consistently across contexts. Secondly, the entry conditions vary
across the subsystems within a system. This is perhaps more
concerning because we are attempting to describe an archetype
of a named social event rather than an actual instance, however,
research suggests that most contextual descriptions do in fact
work with an archetypal event rather than actual instances. Hasan
(1999) and Halliday (1999) for example both use this approach
when setting out in there analyses. I will set this problem aside
for the moment however and return to it later.

The final two systems – Social Distance and Network morphology –
both address issues of social networks and are drawn from Social
Network theory. The entry conditions for these systems are even
more problematic but again, we will set this aside for the moment.
Social distance covers the extent to which participants know each
other. This system is divided into the subsystems of Complexity,
regularity and code. There are classification problems with these
systems however, as always, we will discuss this further in chapter
6.

Complexity considers the nature of the relationship between
participant, looking at the number of contexts within which these
participants interact. In the MET context networks are typically
uniplex, with interaction being of a business nature and typically
assigned since patient allocation within a ward is most often non
discretionary. Regularity considers the frequency of the interaction.
Within the MET call interaction may be considered to be regular
but perfunctory. The final subsystem is that of code. This divides
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Figure 41: System focused on social distance.

into codal sharing and codally distinct. Codal sharing is typically
characterised by no local history in common and no cultural capital
in common. The MET situation typically has strong classification
and framing. The activity is distinct and identifiable and roles and
responsibilities are clearly set out.

Network morphology attempts to account for some of the other
social network features that may be relevant to interaction in the
context. Network morphology is divided into scalar and non-scalar
features. The non-scalar features divide into group structure and
role organisation. Group structure for the NET is group focused
and sub-grouped. Role organisation is primarily field dependent
however because it is an institutional setting, the roles are also
positionally defined. The scalar features include; density, diversity,
directionality, centrality, and clustering. All of these categories are
binary. For the MET situation, density is low, diversity is high,
directionality is typically one way (although we will return to this
point), centrality is high, and clustering is low.
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Figure 42: System focused on the shape of the social networks involved.

5.4.3 Mode

Our final consideration is that of mode. The mode network is
concerned with the method of interaction and it is divided into
three systems including; role of language, channel and medium. Role
of language looks at the dominance of language in the context
and is primarily concerned with how important language is to
the activity. The MET call can mostly be defined as a supported
domain. That is the role of language is to support the activity, it is
requisite for experiential elements to move the activity forward
at most points.

The channel system encodes aspects of the signal including
the signal characteristics, the temporal horizon and streaming aspects.
The signal characteristics in a MET call are typically phonic: human:
linguistic since most communication is done through speech, how-
ever it should also be noted that a large segment of time during
MET calls is given over to documentation in which case signal
characteristics also include graphic:mono: orthographic: alphabetic and
handwritten. Interestingly, technology plays a significant role in
MET calls and much time is devoted to reading machine indices
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Figure 43: The major systems of the Mode Network after Butt
(1999/2004).

and listening for significant sounds that carry meaning for the
specific environment within which they occur. There is no option
within the network which entirely conveys this mix of signals
especially since graphic and phonic are binary options. I would
however suggest that the MET call contains phonic: machined:
other:noise:ordered signals, although this does not entirely capture
the signals involved.

With respect to the temporal horizon of the signals within a
MET call, most signals are real time: face-to-face or electronic. While
it is true to say that some information, indeed much of the in-
formation, is mediated within a MET call this mediation is either
face-to-face or carried electronically and the intervention is neither
a disruption nor an intervention that impacts significantly on the
signal. Indeed if we consider the streaming of signals within a
MET call, many of the signals are multiple and overlaid reflecting
Hasan’s (1999) observation that institutional contexts are typic-
ally multiply coded for context. For example, staff will typically
receive information verbally, via a visual display, via a sound
and via a colour or icon. This layering of information is crucial in
such environments. Frequently this may even extend to having
multiple machines which test the same thing and present differ-
ent forms of output. This is important to consider when creating
and implementing technology within such a domain.

Medium is the final system within the Mode network. Medium
is distinct from, though related to, channel in that it considers the
organisation of the signal. Butt’s (1999/2004) networks do not
follow the typical distinction made in SFL between Channel and
Medium in exactly the same way that it is usually made. Medium
in Butt’s (1999/2004) networks relates more closely to the text and
attributes of language. Classical SFL usage makes the distinction
here between creation and reception. The Medium system divides
into three subsystems; structural tendencies, organisational tend-
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encies, and consistency. For the MET call environment, structural
tendencies are more spoken-like since this is the primary means of
signal exchange within the environment. Organisational tendencies
are towards more crystalline or dense organisations resulting in
modification and embedding. Consistency of medium is more wave
like, with phases being marked by density.

5.4.4 Contextual configuration of an Anticipated or Archetypal con-
text

Many of these points need further elaboration to account for their
selection and this will become more apparent as we consider
some of the instances of MET calls as opposed to the abstracted
named social event or what we think of as an archetypal MET
call. Despite the problems associated with this form of analysis,
it is possible to state a contextual configuration for an archetypal
event provided that the structure of this event is established prior
to setting out the contextual configuration. By this I mean that it is
necessary to establish your boundaries and your participant sets
prior to starting the contextual configuration. This is necessary,
apart from any other factor, because any analyst will need a
sense of the boundaries and participants that are relevant when
working through the networks. In most cases the boundaries and
participants can be established by reference to the function of the
social event in society. As Halliday (1994) suggests, if an event is
named it is because it is recognised as important to a culture for
some particular reason or reasons(s).

Taking into consideration the function that the medical emer-
gency team serves in the hospital domain and the purpose of
a medical emergency team call, it is possible to establish a con-
textual configuration for the MET call as an archetypal or An-
ticipated Context. This CC as outlined in detail above may be
represented as seen in table 4. In this table, the selections from
the system networks is show by the reference code displayed on
the system networks seen in figures 25, 28 - 43 and in Appendix
A-1. Although this representation saves space, it does have the
problem that it is impossible to understand the code without
consulting the networks and looking up the code. It ispossible
to become familiar enough with these codes that the general
selection can be seen just from the code however, this is certainly
not transparent.

This statement allows us to make predictions as to the anticip-
ated generic structure for MET calls as an archetypal event. It is
this structure which is reflected in the highest order of abstraction
in the research carried out by the Simpson Centre. The final phase
of interviews conducted asked participants to consider MET calls
in general without reference to any specific recording or analysis
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Table 4: The Contextual Configuration for the Anticipated Context.

Network Systems Selections for Anticipated
Context of MET Call

Field Sphere of Action S1.1.1.2 or 2.1.1.1 or even
2.1.2.2.1.1 (although there is
less evidence for this)

Material Action M1 (but this is strongly per-
spectival)

Action with Symbols L2.2.2
Goal Orientation G1, G3.1, G3.3, G5

Tenor Social Hierarchy H1.2, H1.4, H3, H6.1
Agentive Role A1, A3.2.2, A6

Social Distance D2.1.2, D3.2, D6, D8, D9, D11

Network Morphology N1.2, N3, N6, N7, N9, N11, N14

Mode Role of Language R2.2.2
Channel C2.1.3 (but also 1.1.1.2 and ele-

ments of 2.2.2.1.1), C3.1 (or 3.2
with elements of 4.2.2 although
human), C6.1

Medium E1, E2, E5.1

or without reference to actual instances that they might have
experienced. While recognising that it is not possible to stop
people from drawing on personal experience, and in fact ethno-
graphic notes taken during these interviews and the recordings
of the interviews suggest that people do in fact draw on personal
experience for reasoning, nevertheless, it is possible to achieve
a certain degree of abstraction from the immediate context by
asking people to consider MET calls as a hospital function. The
abstraction is recognisable in the marked difference between how
people coded the context when asked to consider the MET as
part of the wider hospital situation. Thus, since we are able to
give a contextual configuration for such an abstracted context it
should also be possible to give a generic structure potential by
reference to the same means.

5.4.5 Generic Structure Potential

The MET scene then can be regarded as a defined social process.
Certainly it is defined in the language as a separate identifiable
process suggesting that it is possible to isolate it for analysis
(Halliday, 1994). Hasan (1996c:46-47) states that for institutional
settings it is possible to state a Generic Structure Potential (GSP).
This is simply to say that there are some contexts which tend
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more towards being heavily structured and organised and thus
are less likely to be open for individual negotiation and more
likely to have a recognisable generic structure that is reasonably
predictable. Institutional settings are here defined as situations
that are multiply coded for context and that have convergent
coding (Hassn 1996c:46).

The GSP is an abstraction that represents the ‘total range of
textual structures available within a genre’ (Hasan, 1996c). The
MET scene is certainly an institutional setting, although as we
will see later it also has features of a non-institutional setting and
this creates some of the problems around handovers. Knowing
that the MET call takes place in an institution is not enough to
consider it an institutional text. We can easily think of highly
individuated texts being created within an institutional setting.

The MET call is institutional by virtue of it being a multiply
coded social process. By the very labelling of a process it is
defined as a situation. The MET call forms an interruption in the
flow of hospital activity for most cases. If it becomes routine it
is problematic. The participants in a MET call are highly coded
with the tenor of the participants being laid out not just by the
way they are labelled, or by the way in which they interact but
also by what they wear. Just like the surgical environment, the
MET call, by its very nature, relegates the patient to a typically
non-participant status. The patient is goal or target because they
are usually unable to participate in the text (this is usually the
motivation for the MET call) or at least unable to participant in a
significant way. This means that the primary interactants within
a MET call are the ward staff and the MET staff.

These participants are coded by their dress and by their lan-
guage. The clothing also indicates hierarchy within each of these
groups as well. As well as being multiply coded, the MET call
is also an example of convergent coding. The semiotic message
of the material setting, the language, and gesture all converge.
This extends to the staff taking multiple readings of the same
information e.g. the ward staff take the blood pressure of the
patient before they call the MET, then they take it again when the
MET arrive, then the MET take it themselves, then they might
use their (the MET’s) own machine (this does actually give more
information than the ward machines in a lot of hospitals), then
they might direct the ward staff to check it manually.

The MET scene then is an institutional text that is defined by
the culture prior to any specific instance that might take place.
Each MET call is not really an opportunity for negotiating the
structure of a MET call even though each instance represents a
taking up of the potential structure and the potential is defined
by our multiple experiences of instances. This means that over
time the instance can change the potential, though only in the
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Figure 44: The Generic Structure Potential for the Anticipated Context
of a MET Call.

same way that a single human contributes to the course of human
evolution.

Firstly, for a MET call to take place there must be an inciting
event. The nature of the inciting event is different for the two
participant groups. All participants in a MET call are initially
engaged in the ongoing social process of the hospital. A MET is
drawn from either the Emergency department or the Intensive
Care unit and they are engaged in the running of these depart-
ments until a MET call is made. Semantically, a MET call takes the
form of a request and response. From the ward staff perspective,
the inciting event actually resides with the patient in the form
of a sudden decline in function of one or more of the vital signs,
while for the MET, the inciting event is a MET alarm in the form
of a pager message. The decline in the patient’s well being is
often (but not always) severe enough to remove the patient from
further interaction, but prompts the ward staff to make a call for
a MET.

The long-term goals of this call may relate more to hospital
resources e.g. the desire to have a patient moved to intensive care,
and this will influence the course of the dialogue during the call.
A call from ward staff will be made via pager and will typically
be realised lexicogrammatically as a circumstance of location:
spatial e.g. Bed 56 ward 2. For the MET members the initiating
event will be received via pager and will semantically realise
a request that requires them to perform some action. It might
appear as if the pager call semantically realises a command, e.g.
MET call Bed 56 ward 2, but it functions as a request because
only one member of a MET has to respond to fulfil hospital
regulations, thus members have a choice.

In many instances not all staff respond, and this is largely based
on their knowledge of the social process, e.g. whether that bed
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number is critical or not and the current pressures on emergency
and intensive care. A MET is made up of various individuals,
and the individuals that respond to a particular call will be a
source of variance for the way the MET call plays out.

The initiating event phase is followed by arrive. Arrival as a
structural phase may be distributed throughout the call from the
individual team member perspective, but from the perspective
of the ward staff it takes place when the first MET member
arrives at the scene. Clearly arrival must take place for a MET
call to take place. Depending on the reason for the call, dispersed
arrival of team members can affect the structure of the call. But
it is typically the extent and not the order of the phases that is
affected. For example, delayed arrival of the MET registrar will
see the elongation of the assessment phase. It will also see a short
recount provided for the registrar when they arrive to catch them
up on activities.

Arrival is not fixed, as the MET scene represents a semi-per-
meable space with staff and in some cases family moving in and
out of it for the duration of the call. The information received
during the initiating event forms the knowledge that the MET
members have when they arrive. The value of this information
will vary depending on how it fits in with what has gone before it
e.g. specific knowledge, prior MET calls for that bed, knowledge
of that patient or general knowledge, reasoning about the likely
problem based on the typical ailments for that ward.

Upon arrival, MET members need to assess the situation. As-
sessment is where the MET finds out about the problem. This
means that they need to establish a baseline for the patient and
test their current status. This phase is made up of smaller phases
that together make up the assessment phase. The assess phase
can be broken up into elicit information, clarify information and
assess information. These phases can repeat many times within
the assess phase.

These phases are typically realised semantically by questions
and answers, and might be realised through gesture, material
action or through language. At this stage in the project, the
exact nature of the lexicogrammatical realisations is not possible
to state, because the full set of analysis at this level has not
yet been completed to a stage that would enable us to develop
the statistical likelihood of different microstructures within this
particular phase.

The assess phase is typically followed by a plan phase. The plan
phase is where documentation, a key aspect of any MET call takes
place. The planning phase sees the planning of treatment and the
preparation of medication or forms of intervention. Although this
phase might be quite small and may be realised within another
phase, it is important to the playing out of a MET call. The plan
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phase may involve aspects of the assessment phase, and is likely
to be semantically realised by negotiation and proposition.

This phase of the MET call is likely to be the most interper-
sonally charged section of the call. This is because this is the
point at which the ward staff and MET team are most likely to
be set up against each other. The decisions made at this point
will need to be carried out by the ward staff on an ongoing basis,
so it is important that the ward staff are fully engaged in the
decision making process to avoid unnecessary conflict that might
be caused by unequal tenor relations. It runs the risk of dividing
the ward and MET staff into two teams with independent mo-
tivations. This is counter to the goal of the MET call that is to
stabilise the patient, and this is something that is best achieved
when a single team with two perspectives is created.

The plan phase will be followed by the initiate phase where the
decisions formulated during the plan phase are put into practice.
This is important because if the patient does not improve, then the
assessment, plan and initiate phases will need to be repeated. This
phase is likely to be realised semantically with orders, requests
and compliance. As with the other phases there is not enough
lexicogrammatical analysis completed on this phase to allow
an accurate prediction of the lexicogrammatical realisation. The
initiate phase is central to achieving the ultimate goal of a MET
call. From this point the scene begins to wind down. We begin to
see references to other scenes, to rosters, to other environments
and generally topics outside the MET call (although they may
have a bearing on the scene at hand).

The final stage that draws the MET call to an end is the leave
taking. This is the point at which the MET scene is closed off
and the staff members return to their normal tasks. This phase
is crucial in a hospital setting because it is a way of maintaining
safety, reducing accidents and of allowing the flow of hospital life
to return to normal after an emergency situation. This phase will
have features of a casual conversation in the way leave-taking
takes place. Gestural cues orient the participants to the start of
the phase and are followed by language-based signs.

In most cases the team members are already oriented to leaving
because the initiate phase typically leaves semiotic space for
winding up the MET call because it involves actions that are
very familiar to all members. The leave-taking phase includes a
phase that is central to any hospital environment, that is the hand
over. The hand over should contain a recount of what is wrong
with the patient, the decision for treatment, including what has
been done and what should be done in the future. It should also
contain space for debriefing even if only for a short period.
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Figure 45: The formulaic representation of the GSP for the Anticipated
Context of a MET Call.

So the generic structure potential for a MET call can be repres-
ented as a sort of formula for the unfolding of the event. This is
presented in figure 45.

5.4.6 The Anticipated Context: expectations for a social process

The above sections outline the expectations about context and
structure for a medial emergency team call. These two sets of
expectations I have referred to as the Anticipated Context. The
Anticipated Context is an attempt to capture the mental schema
that people operate with for a particular context through the
information that is encoded about a context in language. Any
attempt at such an abstraction will of course confront the diffi-
culty of finding a balance between system and instance. Certainly
I am conscious when proposing this category of the profound
theoretical problems associated with assigning expectations to
groups rather than individuals.

Anticipated Contexts as set out here share a distinct similarity
with registers, however, they are not a registerial description. The
Anticipated Context is not based on shared meanings but on
our understanding of the culture and the function of the context
within the culture. While we might wish to consider a MET call
as a context of care or as belonging to the care register, when
we describe the Anticipated Context we are describing what we
expect a MET call to be like on the basis of our experience with
the culture and the function that we see this context as having
within the broader cultural context.

The implications of considering how we (as researchers or
practitioners or both) expect a context to be are that we will often
reference something familiar that we see as being similar and it
is very likely that we will get it wrong. Just as Malinowski found
that the Kula could not be described by reference to the familiar
patterns of western life,it is likely that attempts to describe a
situation with which we are unfamiliar will result in many errors.
But this is not always a problem. Sometime we may want to
discover the erroneous schemas that are likely to be used for a
new situation.
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While there are many issues in this kind of analysis, one of
which is the distinct possibility that each individual will have
a very different expectation of how a context should unfold,
Santiano et. al (2011) found that the greater consistency in cod-
ing came at the more abstract levels of contextual description,
where participants were asked to consider the MET call in gen-
eral. This consistency suggests that people do operate with a
general concept of what to expect in a context and what is ex-
pected of participants within a context. It may well be argued
that mismatches in these expectations are the primary cause of
minor conflict in daily life. So while we may expect and be ex-
pected to behave in a certain way actual instances may often vary
significantly from these expectations. Crucially, even very small
variations can have a big impact. Bernstein (1971) refers to the
context that we anticipate as the recognised context and it may
resonate with ideas raised by van Dijk (2004) and even earlier by
Wegener (Wegener cited in Nerlich, 1992).

5.5 individual instances set against expectations

In the above section, we examined the MET call as a distinct,
named social process that was easily identifiable to its parti-
cipants. However, while we may operate with a set of expecta-
tions about a social process, individual instances of these social
processes will vary from this expectation such that the instance
may not even be recognisable as an instance of the social process
to those outside the event. In the section that follows, more de-
tailed consideration will be given to one instance of a MET call
although other instances will be discussed more generally from
different hospitals. In so doing, we will examine some of the
problems associated with contextual analysis at the level of the
individual instance. Some of these problems include boundaries,
units of analysis, perspectival issues, and representational con-
cerns. Although these problems will be obvious from the analysis
I will discuss them further in chapter 6.

5.5.1 The Instance

Our first concern arises when we attempt to set the background
for each of the instances. Because each instance is an actual record
of daily life that has a materiality, their variability from each other
and deviation from the Anticipated Context may be explained by
factors such as day of the week, time of shift, position within the
shift and team construction amongst other factors. While these
factors may be highly relevant, either directly or indirectly, to
meaning making, there is currently no way of recording these
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factors within the context networks and their inclusion within
the networks is by no means simple.

This problem goes back to our question of the applicability
of parametric modelling for context. Certainly, variation in para-
meters is not something that this form of modelling does not
attempt to account for, hence factors which may explain variation
are not essential to the description. However, it is typical of most
accounts to include some sort of ’stage setting’ element to the
contextual description and these are typically factors which most
people would consider to be part of context. It is for this reason
that many theorists (see Cook, 1990) see context as an impossible
goal in analysis.

What is often thought of as the stage setting element of context
Hasan (1999) has called the material situational setting. The material
situational setting is problematic in its theoretical relation to the
networks (see chapter 3), however we may venture to think of
it as being a step removed from the networks. For example,
variation in the material situational setting may be the cause or at
least partly the cause of variation in the contextual settings and
the resultant variation in choices in the network may influence
meaning making. We can see this more clearly if we consider the
MET call data.

Variations in the time of day, the ward, etc are all aspects of
the material situational setting. Variation here does not impact
on language directly. It would be drawing rather a long bow to
claim that variation in the time of the day results in variation in
meaning making patterns during a MET call. However, it would
be perfectly reasonable to claim that variation in the time of day
does impact on staffing, potentially changing the tenor relations
of the MET, the Ward team or even the research team. Time
variation also impacts on people’s concentration and focus and
other things which may then impact on meaning making. Our
focus then, is on establishing the connection between the material
situational setting and the context networks and the resultant
impact on meaning making.

In the instance of a MET call recorded in Appendix A-25, we
see a MET call from the point at which some members of the
MET arrive through to the point at which most members leave.
The transcript does not include the initiating call or the work
carried out after the MET had left to restore the ward to normal

5 I am grateful to The Simpson Centre for allowing me to refer to this study
in my thesis. Although slowed by the funding withdrawal at the centre, joint
publications are being produced on this work and more information on the
research will become available as it is published. Unfortunately it is not possible
to show the videos that accompany this transcript and upon which analysis
has often been based. I would also like to thank the patient and their family
together with the staff at the hospital involved for agreeing to be a part of this
study.



170 application : applying a model of context

procedures. As the primary analysis relies on the video and
interviews which are not available it remains for future work
to provide the analysis of these individual situations in more
detail, however it is possible to consider briefly some of the
differences between the Anticipated Context for the MET call and
the Individual Context of a MET call shown here.

Of particular interest is the differences in the participant struc-
ture represented in table 5. Shown here is a sample matrix of
the particpants involved in the situation. This particular matrix
shows the Anticipated Context participants as the first level and
under this are the participants for the Individual Context and the
contextual configurations for this instance have not been stated in
the table.6 These have been shown here by their roles rather than
their names so the matrix represents a breakdown of the role
structure of the call. While here we consider only the important
aspects of tenor that vary between the two it is also potentially
possible to show all aspects of context in this way. Field may be
represented as negotiated action between dyads or groups and
the same for mode.

The first point of interest in this situation is that the patient
plays a role in the shaping of the context. Although most par-
ticipants suggested during interviews when thinking about the
Anticipated Context, that patients were rarely an active part of
the MET call, in this instance the patient is active in establishing
his baseline health. Although the ward nurse is much closer to
the patient in terms of the time they spend with them and their
familiarity with the patient’s condition, in this instance we see the
MET RN address the patient in highly personal vocatives while
the Ward RN refers to the patient with pronouns. This represents
a potential discrepency in how we use evidence for making state-
ments about context and displays a problem with evidence at
the level of context that will be discussed further in ch 6 namely,
that if we treat use of personal or intimate vocatives as evidence
of close personal tenor roles then it is equally possible to say
that close personal tenor roles are characterised by use personal
or intimate vocatives. Furthermore, if such a relationship exists
between these two, then how much weight should be allocated

6 At the start of chapter 5 I stated that data in this particular MET research project
was explicitly collected from the MET member point of view. It was also focused
on the more macro level meaning that variation in individual conceptions of
the situation were not the focus. This bias in perspective means that multiple
and idividuated perspectives were not available for consideration in the data
collected. The tenor matrix presented here represents an example of how this
variability might be explored and represented in future work. Traditionally, SFL
descriptions of context focus on one perspective and typically on the generic or
the specific rather than a comparison of the two. Often the perspective is that
of the researcher, although presented as if from one participant. Participant
observer research allows for more direct involvement of participants in the
description of their own relationships with a context.
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to the relationship in determining context? In this particular case,
the MET RN does not know the patient at all while the Ward RN
is quite close and had formed a significant bond with the patient.

The Ward RN and the MET RN also form an interesting dif-
ference. While the MET RN has higher qualifications and more
training on average than a Ward RN this is not always the case
and it is not always relevant to the tenor relations of the parti-
cipants. In this particular case both RN’s display knowledge of
different kinds and drawing from different bases. While the MET
RN draws on checks and technical support to make decisions the
Ward RN draws on mental impressions and feelings from ongo-
ing interaction with the patient. To put this another way, the MET
RN is engaged in judging the patient’s responses and readings
against a standardised threshold, while the Ward RN is engaged
in judging the patient’s current status against a prior personal
threshold for that patient as an individual. This brings the two
RN’s into conflict with each other and their tenor relations are
quite negative. As it turns out, the Ward RN is correct in her
analysis leading to further conflict at a later stage, although this
is in no way apparent from the excerpt as presented.

Although much more could be presented on the differences
between the Anticipated and Individual context, it will remain
for future work to elaborate this process. We will return to some
of these issues in chapter 6 where the implications of these for
modelling are discussed.

5.6 educating in high risk environments

Thinking of text as evidence for something else, we can look at
medical emergency teams as examples of high risk environments.
By high risk we refer to environments where a lot is at stake
and in these cases what is at stake is lives. Other high risk envir-
onments within the medical domain include intensive care the
emergency department and first response work. Part of becoming
an expert in any environment involves being aware of context and
responding appropriately to context. This is even more true for
high risk situations where the response time is reduced and the
impact of making a mistake is much greater. Participants need to
be able to recognise what context they are in but also respond to
differences (GSP variation) in the context and potential changes
(dynamics). Understanding education in high risk environments
is about recognising what different contexts have in common,
what they share, and the potential contextual similarities between
superficially different contexts.

From the point of view of modelling context, this situation has
brought some interesting results. This is an example of micro and
macro structure at work (Halliday, 1994). Variation in participants
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Table 5: Individual MET Call tenor matrix.
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division of a situation is unproblematic because a situation can be
construed as having both a macro and microstructure and parti-
cipants can respond to both. Generally, the more institutionalised
a situation is, the more likely people are to respond to the macro
structure. By contrast, the more open and dynamic a situation is
the more likely people are to respond to the microstructure.

Although the MET scene is an institutional situation, as is
shown above, it is also a relatively new situation. MET systems
have only been around since the 1990’s, which for a social struc-
ture makes it a relatively new situation. The more novel a context
is to a participant the more likely they are to respond to the micro-
structure. This is evident in such situations as driving or learning
a new game. This is also true for a culture. The more novel a
context is to a culture, the more likely participants are to respond
to the microstructure. This is because the macro structure of a
situation is derived from our experience with numerous instances
of microstructures from which we build a picture of common
features that become a macrostructure. This is an important step
cognitively, because we could not function as a community (or
as individuals) if we were to respond to every situation as a new
and entirely unique event. If we were to continuously respond to
the unique, and make no abstraction from our continued experi-
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ence of events that might be categorised as similar despite small
scale variation, we would be unable to make predictions about
the future however immediate or distant.

Because of this process, variation in the structure of a given
instance is to be expected. An instance is a selection of choices
from the potential structure which is what we recognise as the
macro structure. Essentially what the team from the Simpson
Centre were doing in trying to build consensus was building a
picture of the ’expected’ or the potential for a MET call. This
is not to say that without the intervention of the research team
the MET call is undefined or without boundaries, because the
MET situation is part of a wider situation it is already shaped
by the relations and topics of this situation. The fact that MET
calls are medical contexts already provides us with a restricted
set of options for the structure of a call. This is because a medical
context is legally defined in certain areas, thus limiting the set
from which choices are made. It is this that allows researchers
to construct a GSP for the MET call. But this does not mean that
there is no variability. At the level of instance, as we have seen, we
would expect a great deal of variability. What is being attempted
here is to account for that variability and to predict variation at
the level of semantics and/or lexicogrammar.

The situation of the Medical Emergency Team call that is out-
lined above illustrates some of the problems that face a descrip-
tion of context. MET calls are part of the ongoing social process of
the hospital and this is part of what motivates the structure of a
call. There are times during MET calls when the social processes
of the hospital impinge on the MET call e.g. when staff members
don’t turn up to the call because they have more pressing duties
elsewhere, or when talk during the call turns to rosters or bed
allocation. But they are also a clearly defined context with distinct
and identifiable boundaries. A call must start and it must finish,
staff must make some difference to the patient, they have readily
identifiable participants and a fairly clear goal.

Much of the MET context is outlined in hospital policy and
established as part of daily practice. Through reference to this
context of culture, and by reference to a body of instances it is
possible to outline a GSP that is agreed on by most if not all
participants. Each instance of a MET call will map a slightly
different path through the generic structure. Different material
settings, different participants, and different problems will shape
the take up of the potential structure, thus creating variation.
Once the generic structure potential is established, it is possible
to outline the structural selection for further instances, mapping
the choices for each participant and how these work within the
context, after all, ‘each text is an individual; each has a distinct
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identity, in the sense that it is not the replication of any other text’
(Hasan, 1993:89).

5.7 representing results

Just as the complexity of context presented a problem for rep-
resentation at theory and modelling it is perhaps even more
problematic with application. Here we must consider the pur-
pose to which the results are being put, the general outcome that
is being attempted and the audience to which it is to be targeted.
Representation will also vary according to the aspect of context
which is being represented. For example, GSP is represented in a
number of different ways depending on audience and outcome,
similarly for contextual configurations.

GSP, by its definition, does not refer to the single instance,
but the context as an abstract concept. Despite this, it is used to
display choices from an individual instance, since it reflects choice
against the average or arguably the system. Since it is a structural
statement, not a systemic choice, this can be problematic, however,
of the aspects of context which are represented, it is perhaps the
easiest to convey in both a short space and to an uninitiated
audience. In fact, we can use the context networks reflexively to
show why this is the case. In terms of representation, GSP has
been variously represented as a flow chart, a segment from an
ongoing process and as linked speech bubbles.

The system networks present a challenge both for data collec-
tion, presentation and visualisation of results. Not only are they
large, but the nature of a network means that each selection is
only meaningful within the context of the entire choice of selec-
tions. This means that each time that you want to discuss one
part of a network, the whole network must be presented in order
for it to make sense, and in the case of context, this means field
tenor and mode, since as Hasan (1999) suggests, the networks
are not independent at the level of context.

It is not only this that presents a challenge for networks. Net-
works can quite easily be labelled for compressed storage or
presentation, however, while this makes archiving, analysing and
searching easy, it is not useful for presentation to an uninitiated
audience. What is needed is some means of representation which
makes explicit the distinctions that make the most difference to
meaning. Representation of results is itself an important form of
communication and some suggestions for this will be discussed
in chapter 6.

In this chapter we have seen some of the ways in which context
can be applied in a medical environment as well as some of
the challenges this brings. In chapter 6 we will discuss these
challenges together with findings from other projects to examine
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some of the implications for modelling context in a contextual
theory of language.





6
D I S C U S S I O N

“A change in the constitutive rules of class transforms it
into another game, but an epistemology is not like a game
in this dramatic Saussurian sense.” Wittgenstein, (1953)

6.1 what is the value of distinguishing theory, model

and application?

In the previous chapter, chapter 5, the value of a particular model
of context was assessed by applying it to a multimodal context
within the health care system. The purpose of this process was to
put on display both the strengths and weaknesses of the model
and to bring to the fore many of the problems that are faced when
working with context. Although some consideration of context
would appear to be an obligatory move in almost any research,
context has not been operationalised to an extent that it is clear
how to go about analysing it in any particular situation.

If we consider the state of research in context, it remains diffi-
cult to establish where context starts and finishes. The boundaries
of context as a concept and as a social process are equally difficult
to identify. As a concept, context blends into semantics and lex-
icogrammar just as social processes run into one another without
any clear boundaries.

Equally difficult is the choice of perspective when analysing.
While most researchers concede the challenge of viewer bias,
there is no clear means of deciding on or reporting on whose
perspective we take when we analyse context. Clearly changes in
perspective can make a vast difference to the way we see context,
yet it remains a challenging variable.

Indeed much of the process of analysing context remains un-
clear and certainly under formalised. While most researchers
agree that context description is necessary, few record the process
that they go through to describe it or work through their de-
cisions. Thus, analysing context remains largely narrative based
and without any clear reporting of process, any means for making
solid comparisons of contexts seems further away.

One of the most challenging areas for context research is how
analysis is presented and how this presentation is adapted for
different audiences or, to use context, what might be considered
different settings of field, tenor and mode. For the system based
approaches to context in particular, publication alone poses a
significant challenge.

177
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As a step toward setting out a process for context, a distinction
has been drawn between theory, model and application. A theory
is a psychologically, philosophically and logically coherent set of
premises from which it is possible to build models. It is here that
we see a setting out of basic assumptions, priorities, perspectives,
and motivations. A theory cannot be tested in any real empirical
sense. It is the place of a theory to put forward an environment
for the development of models, which may be tested. While a
theory is not executable, a model, by comparison, should be
executable.

A model is typically some representation of the actual viewed
from a particular perspective, most often a specific aspect of the
theory from which it is derived. It is for this reason that a model
can be tested. While it is not possible to constrain the entire
theory to test it, it is possible to constrain certain aspects of the
theory as represented in a model. A model is grounded to some
extent, albeit from a limited perspective.

Applications put a model, and hence the theory, to work in
some particular way or in some particular domain1. This focus
that comes from applying the model will foreground specific
aspects of the model, eventually feeding back into reflections on
the theory.

The value of differentiating theory, model and application is
that the challenges of dealing with context can be set out at their
different orders of abstraction, just as we stratify language to set
out the different orders of patterning. The challenges for theory
are not identical to those for model or application. In chapter
3 we saw some of the theoretical challenges for context such
as where we locate context in a contextual theory of language
and what this means for what aspects we allocate to context. In
chapter 4, we reviewed some of the approaches within SFL to
the question of modelling context when it is within a contextual
theory of language.

In chapter 5 we examined an application of Hasan’s (1999)
model of context within a particular domain and raised some of
the issues that are faced when such a model is applied. In the
present chapter, chapter 6, we take up the issues faced in applying
a model of context by considering a range of further domains
which draw out the specific issue. Attention will be given to
the questions set out above in relation to the ways in which
they might be resolved and the challenges that this presents for
modelling context.

1 Likewise, what we recognise as a domain or area of focus is often shaped by
our chosen theory and model and is thus a reflection of both. My conviction
that a selection of discourse may be divided up one way is no more or less true
than someone else’s conviction that it should be divided up another way. They
are simply different perspectives driven by different motivations.
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This chapter, Chapter 6, explores the challenges of context
in relation to the many different research projects within the
centre for language in social life and with other universities
and research centres. The experience of applying models of con-
text within these different projects has been invaluable for both
foregrounding the challenges for context and for shaping the
potential solutions that are posed in chapters 6 and 7. In discuss-
ing the challenges and specific proposals for dealing with these
challenges, I will draw on these different projects in conjunction
with the more intensive discussion of MET research given in
chapter 5.

6.2 what does it mean to examine context?

In considering what it means to analyse something ’in context’
we must return to our starting point in chapter 1 and 2 and
consider afresh what it is that we refer to when we say context.
Context, we suggested, meant consideration of what was around
the text or ’con-text’. The sister concept here is ’co-text’ or what
is together with the text. The implication here is that it must be
the whole text which is analysed and that which is associated
with the text, or the context. Here again we have a number of
interrelated issues to consider, firstly, what does it mean to say ’a
text’, secondly, where does a text start and finish, thirdly, what
counts as the context of a text? How far out around the text do
we need to look?

If we are to consider the whole text, then our question becomes
what is a text? and where does it begin and end? Thus we have
shifted the boundary question from defining the boundaries of
context to defining the boundaries of text. This does not make
the issue any easier to resolve, but it is an important step in
our analysis. While context may be said to potentially contain
everything, text may not. For a text to be considered a text, it
must have boundaries.

Halliday (1985:10) defines text as “language that is functional”,
where functional is used to mean serving some purpose in con-
text. So context and text are in this view intimately connected.
Of course, from the point of view of context this need not be the
case since context has undergone a process of idealisation with
the result that, for many, it is open to analysis completely free of
the text/texts with which it is associated.2

As linguists, when we consider text it is generally as a product.
We are not typically giving a running commentary on events
as they unfold. To say that we are most often concerned with

2 In practice, it is impossible to consider context free from the text with which
it is associated. In considering context it is necessary to think about the social
process that makes it necessary to consider context.
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product is not to say that there is no picture of the process. In
considering text as product, we are building on a fundamental
grounding in text as process. However, there are both theoretical
and practical reasons why we typically comment on product and
not process.

Firstly, as Halliday (1985:11) suggests, if we are to comment
on a text as process we are relying on our understanding of text
as product. Because of the relationship between text as product
and text as process, to be in a position to make any meaningful
comment on the text as an unfolding process it is necessary to
understand the system which produced that process and that
system is a system of products.

Secondly, for very practical reasons, the text is more likely to
be studied as a product because this is how we are able to handle
it. A text is recorded, written, filmed or otherwise made into a
monumental product for the purposes of sharing analysing and
storing. A slice of social process is made static for the purposes of
our analysis and it is not just within linguistics that it is necessary
to break the subject of analysis into manageable units. The text
is just such a unit. It is, as Halliday (1985:10) describes it, “a
semantic unit”.

Having put forward the claim that it will typically be text as
product that we will study, it is always necessary to keep in mind
that the text is an artifact of our analysis. Texts are carved out of
the ongoing flow of social process. Text, if we can use the term
for process, has boundaries and a fixedness only to the extent
that we give it boundaries.

It might well be argued however, that humans are inclined to di-
vide up process and give it boundaries and as such, process-ness
is, by its very nature, a rather ephemeral sensation. Nevertheless,
to gain a full picture, it is necessary to view the text as both
product and process, that is, “as a social exchange of meanings”
(Halliday, 1985:11).

So returning then to the question of what it means to consider
text in context. If context refers to what goes with a text and a
text is to be seen as a semantic unit that is language functioning
in context, and this text is to be viewed as both product and
process, then just as what counts as text will vary, what counts as
context will definitely vary depending on our point of view3. At
some points surrounding text will form the context, at others the
economic or cultural system or structure will form the context.
Indeed, in most cases text as process will form the context for text
as product. This is not necessarily a problem since analysis should

3 It should be noted that context is only separable from text for theoretical
purposes. They are not really separate concepts since one defines the bounds
of the other.
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always be done with the two perspectives in mind (Halliday
1985).

What is indicated by this variable notion of both text and
context from the perspective of theory is that context may well
have a ’rank scale’ that varies in relation to the text. If we are
looking at an individual word then the context will be the group
or phrase or more reasonably the clause/sentence (depending
on one’s persuasion). If we are looking at the clause then the
clause complex forms the context, while if we consider discourse
or larger blocks of ’text’ then context will need to be equally
extended to include social process and culture so that we get a
picture of meaning.

There is a very good argument that the meaning of an indi-
vidual word only makes sense when taken as part of a wider set.
This is of course how it is represented within a stratificational
view of language and is what Halliday (1985:11) refers to as ”the
semiotic concept of meanings that are created by the social sys-
tem – that in a sense constitute the social system4 – which are
exchanged by the members of a culture in the form of text”5.

The notion of text then is tied to the culture and, at least to some
extent, to the function or purpose of enquiry. So in examining
text or contextual boundaries we must first consider our reason
for looking at a specific text. Halliday and Matthiessen (2004)
suggest the distinction be made between looking at text as artifact
or text as evidence. As linguists we may look at texts for either
or, more probably, both these purposes. If we consider text as
artifact then we are treating the text as important in it’s own right
and as the object of our analysis.

Text as an artifact is typically a text that already has established
boundaries and recognisable status as an existing text. They have
definite design and motivation and can be considered to have a
definite start and end point or existence as product prior to invest-
igation. These are most often the texts that we consider as verbal
art. They are texts that are valued and regarded highly within
the culture. While we may consider such texts as important in
their own right we may also use them as evidence for something
else. We may for example use them to tell us something about
social values, about ideology or about history and context.

When we look at a text as evidence for something else, we
are considering it as part of an argument. The text forms part
of a body of evidence for claims about the semiotic behaviour
of an individual or group, the nature of a group of texts or text
types, the nature of a language or the linguistic system or more
broadly about the social system be it a point in history, a point in
development or within the text itself.

4 Here represented as being in a dialectic relation
5 Of whatever size.
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As with other conceptions of text, text as evidence may have
fuzzy boundaries for the simple reason that the nature of what
counts as text is shaped by the reason that we consider it as
evidence – thus the nature of text and context are perspectivally
variable. The reason why we are looking at a text shapes what
we consider a text to be and hence what lies outside the text or
counts as context.

Perspective here has a number of different aspects. Perspective
may be considered as the reason why we are considering a text/-
context, it is also the different perspectives that are involved in
the text/context that we choose to look at and whose perspective
we, as researchers, have aligned ourselves with. Furthermore,
perspective is also our historical location with respect to the texts
creation and the text’s location with respect to the event that
triggered the text. All of these notions of perspective need to be
considered and they will all shape the boundaries of the text/-
context and the relevance of different types of data as we can see
in figure 46.

To see how the interplay between perspective and boundaries
impacts on an actual social process, let us consider the medical
emergency team (MET) call outlined in chapter 5. As a defined
social process, the medical emergency team call should have
relatively clear boundaries and an agreed start and end point.
Depending on the perspective taken however, the medical emer-
gency team call looks very different. If we consider the theoretical
definition provided in chapter 1, the medical emergency team
call starts at the point at which the patient’s condition falls and
ends with the stabilisation of the patient or a decision about
their future i.e. being moved to the ICU or writing up a do not
resuscitate order followed by a return to normal ward routine.

This view of the MET call is a cultural view. It relates to the
functional pressures of the hospital as a whole and to an idealised
representation of the MET call. It is this view of the MET call that
staff reported when asked during interviews to describe what a
MET call was like from the perspective of the hospital as a whole.
This view of the MET call is the view that we might teach to
students or describe in a text book. It is equivalent to an average
of all the actual MET calls or what we referred to in chapter 5 as
the anticipated context. It might also be viewed as the typical as
opposed to the actual. The actuals are varied and individuated
for individuals and groups within the hospital.

If we consider the MET call from the perspective of the ward
staff however, it looks somewhat different. In order to be able to
recognise a fall in the patient’s condition, ward nurses must have
a mental baseline of the patients average condition. The need
for a mental baseline against which to measure a fall overall in
the patient’s condition means that for ward nurses, the MET call
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Social Process

   Research Perspective
Why am I studying  

this process?

Participant Perspective
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what are their perspectives?

Past

Future
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Text generation

Reporting

Text Perspective
Is this the whole text

 or only part?

Figure 46: The different views on a Social Process/Text each shaping
the form of the Text/Process.

starts at the point at which they begin to notice some change in
the patient’s condition. Noticing is a very subjective and mental
process, and will itself have fuzzy boundaries as staff gradually
become aware of a change in the patient’s condition. This is
followed by testing and monitoring to confirm the patient’s vital
signs, conversations with senior ward staff to make the decision
to make a MET call, notifying family and, if the patient is under
care of a specialist, notifying the specialist of an impending MET
call. This means that, if the specialist is on call, they will usually
arrive before or at the same time as the MET.

For the ward staff then, the arrival of the MET signals an
end rather than a beginning. The anticipated context predicts
a merging of the two teams to effectively care for the patient,
however, rather than merging with the MET and forming one
big team, the ward staff effectively hand over to the MET, are
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Figure 47: Different views of the MET call.

minimally involved while the MET treat the patient and then
take over again once the MET leave, re-establishing normal ward
routine.

By comparison, for the MET, a call begins with a pager message
calling them to a specific ward and bed. They come from various
sections of the hospital, arriving at slightly different times and
treat the patient. Once the patient is stable, they document the
event, some will leave and some will remain to handover to the
ward staff again. The MET call for the MET is the process of
stabilising the patient. It ranges from arrival to departure even
though not all team members arrive or depart at the same time.

The patient and the family of the patient experience a MET
call much more like the ward staff than like the MET because
their perspective is much more closely aligned to the ward and to
the staff that are working directly on a day-to-day basis with the
patient. This has a functional motivation as well. Because the ward
staff are the ones who tell the family and explain the situation to
the patient, they experience the event from this perspective.

Although we have only considered a small selection of those
involved in a MET call, we have covered the key participants
and already we can see the divergence in perspectives. This
divergence is represented in figure 47.

We can see then that the MET call starts and finishes at differ-
ent points for different people involved in the text/context. So
the perspective that we take on the MET call and our reasons
for researching it will influence how we see the MET call and
how we define it. The MET call, like all social processes, does not
have one true form that it reduces to, rather it has many related
forms which for the most part have a common anticipated con-
text. And it is to the anticipated context, that relatively common
understanding of the social process, that participants refer in un-
derstanding their roles within the social process. Because it is an
amalgamation of the different perspectives on the social process,
rarely, if ever, is there one participant for whom the anticipated
context represents the social process as experienced.
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The different views on the MET call that we see are represent-
ative of the different roles that participants have in the MET call.
But the ramifications of the divergent perspectives are more wide
reaching than just different understandings of the boundaries of
a context. The participants have different cultural backgrounds in
the sense that their educational experience, linguistic background
and work environment will vary at least to some extent. These
different cultural contexts lead to different anticipated contexts.
In chapter 1 we discussed some of the problems that MET sys-
tems face, namely, that ward staff often don’t call a MET as early
as would be needed for the MET system to be maximally effective.
However the structure of the MET system itself makes it more
likely that a MET won’t be called. There are three key aspects
which lead to the MET structure not being maximally effective.

Firstly, MET systems are a kind of rapid response unit and are
labelled as such in most documentation and educational settings.
This means that the existing expectations associated with rapid
response units carry over implicitly to MET systems. The most
important of these expectations is that the MET is designed for
crisis responding rather than for pre-crisis responding. It is not
only in MET environment that the dominant expectations of the
existing social process carry over strongly to the values of the
expected context of the new social process. Faced with a new
social process with which we are unfamiliar most will search
for similarities between the new social process and ones with
which we are more familiar. Often we will get this match wrong,
especially if the new process involves what have been called dis-
ruptive technologies. Kofod-Petersen and Wegener (2010) found
that new or disruptive technologies were often under-utilised
because users would liken them to the closest familiar technology
and use it accordingly.

Kofod-Petersen and Wegener’s (2010) finding raises an inter-
esting possibility. If users under-utilise new technology because
they see it as similar to a particular familiar technology, it must
be possible to compare the contextual parameters of the different
technologies and predict which one will be used as a reference
point for the new technology. The same is true for social processes
such as the MET call. Sometimes superficial similarities between
contexts can mask key differences between them, while apparent
differences between contexts can mask key similarities.

By considering the context of the MET call we can assess what
familiar processes are likely to be used as a reference point for
participants and anticipate any likely shortfalls. For example,
while the MET is a kind of rapid response team, the crucial
difference between a MET call and other rapid response teams is
that while other rapid response units respond to a patient already
in crisis, a MET responds to a patient who is not yet in crisis
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Figure 48: Two types of rapid response units.

but at risk of becoming critical. Thus, while other rapid response
units are crisis responding units, METs are crisis anticipating or
rather crisis averting units.

If we build an adequate understanding of the MET in relation
to similar contexts within the domain and build in this picture
a strong understanding of the significant differences, we can
emphasise during education the important distinctions between
MET and other rapid response units. From an educational point
of view, one of the strengths of familiar contexts is that they
are learned much faster than unfamiliar contexts so, this under-
standing of the similarities and differences will mean that staff
can be trained to refer to a familiar context which more closely
resembles this key aspect of the MET. While in many situations
these differences would not have any significant impact, in con-
text such as the MET, these small differences can be crucial. It
may be that the MET is more similar in this respect to the ward
context or even to safety monitoring in contexts such as air traffic
control or nuclear power, although the later contexts lack the
sense of familiarity thus reducing their effectiveness as points of
comparison.

Figure 48 is a diagram showing the differences and similarit-
ies between MET and other rapid response units. It is for this
reason that accounts of context need to consider similarities and
differences between contexts.

Secondly, the ward staff do not always represent changes in
patient condition in ways which resonate with MET expecta-
tions of what counts as an emergency. For abstract concepts like
emergency, cultural background is crucial to shaping meaning.
Cassens and Wegener (2008) argue that abstract concepts such as
emergency are highly variable even within the medical domain
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or hospital or ward and that this difference in meaning can have
a big impact on decision making and behaviour.

On MET call criterion statements, the final criterion is a feeling
or sense that something might be wrong. Often this final criterion
will be the best for calling a MET early enough for it to be
effective, however it is very difficult to represent feeling or a
sense in such a way that it will resonate with others. Indeed ward
staff often complained of not being listened to while MET staff
felt that they were being used to solve shortages on the ward and
called too frequently.

Analysis of ward staff representations of decline in patient
condition revealed a tendency for using mental processes and
modality e.g “I think he might be getting worse but I’m not sure”;
“I just feel like there is something wrong”; “He isn’t usually this
unresponsive”. Such constructions failed to resonate with the
MET and this relates to the last of our reasons for MET failure.

Thirdly, because we have two very different cultures shaping
the anticipated context of the MET and both of these are crisis
responding cultures they have a very different threshold for what
counts as a decline in patient condition. Ward staff are used to
monitoring daily vital signs for patients who are for the most
part improving or at least stable. By comparison MET are drawn
from the Emergency department or the Intensive care unit and
are more familiar with patients who are in crisis, which is of
course why MET are drawn from these two units. In fact there is
discrepancy between these two in their culture as well. MET made
up of Emergency department staff have different expectations
and behaviours to those made up from Intensive care units. If we
consider the tenor networks such teams have a high degree of
shared cultural background with each other.

These three reasons work together to cause problems for the
MET. While it is expected that the ward staff will call a MET when
they notice something is going wrong – i.e. they are meant to
anticipate decline on the basis of complex threshold responding,
because the teams are called from the two crisis centres of the
hospital it is unlikely that the staff will feel that they can interrupt
such members with something that might not be important thus
they are unlikely to call a MET early enough for it to be effective.

Similarly, from the MET perspective, they are used to a very
different threshold for patients – their patients are in crisis so
they are unlikely to consider changes in a patient’s status to be
important and, more significantly, these types of changes that are
crucial for making MET systems work won’t be noticeable for
them in the way that such small changes will be for ward staff.
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6.2.1 Threshold responding

Threshold responding is an important aspect of any social process.
Strongly associated with the anticipated context, the threshold
for what is expected in a text varies depending on the perspective
taken. Although it will be an important aspect to consider in any
context perhaps the context that puts this on display best is that
of war reporting. Lukin (2008) notes in her research that violence
is relatively absent from modern war reporting. This absence
can be explained by a number of different aspects related to the
nature of war reporting. The first of these reasons is that we have
seen a shift in who is responsible for the information that we
receive about wars. No longer are journalists independent and
aloof from the action, they are now embedded within the military
units on which they report and as a result are viewing the war
from the perspective of the military and thus report on it the
same way. Furthermore, the primary, if not the only, source of
information about war now comes from the military itself with
a drastically restricted flow of information from sources outside
the military. Information is now coming from sources such as
the military who report on information that is relevant to them,
namely loss of assets, financial impact and military targets. As
outsiders to the event, this impacts on the perspectives from
which we see war.

If I am used to war and the violence involved in war then
it ceases to be news worthy. If however I am not used to war
then it is news worthy if there is violence. We see a similar sort
of discrepancy between local and national newspapers. While
a robbery in the local shops is newsworthy for a local paper, it
ceases to be newsworthy for a national paper. For military sources
the violence inherent in war is no longer news worthy and most
media sources are seeing war from this perspective. Those who
are seeing war from civilian perspectives are, by comparison,
much more likely to see the violence of war as news worthy
because it is marked for a civilian population in a way that it
isn’t marked for a military population.

It is also the case that at a more general level we have certain
expectations about a context that mean that it is only newsworthy
if something beyond those expectations occurs. The inherent
nature of war as a violent social process sets up a very high
threshold for violence and leaves violence as the unmarked choice.
This means that the only times that violence will be news worthy
is if it rises above this threshold (i.e. very violent) or falls below
it (i.e. very peaceful, the bloodless coup). Thus, extreme violence
and lack of violence are both news worthy. Each text sets up its
own set of unmarked choices and to a certain extent we do this
at the contextual level as well. There is an unmarked choice or a
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threshold for a context and it is only if something that is marked
happens that it is news worthy.

It is tempting to suggest that metafunction means that there
is an easy relation between context, semantics, lexicogrammar
and expression; that indeed field will predict the lexis in any
experiential analysis or tenor the interpersonal. The relationship
between the strata is a very complex one that is not easily ex-
plicated. On the basis of a simple relationship between context,
semantics and lexicogrammar, it might be expected that a media
report on war or fighting would contain more instances of violent
language while a report on a peaceful protest rally would contain
less instances of violence.

In any reporting instance there are at least two contexts at
play that need to be considered. Firstly the reporting context
and secondly the event being reported on. It should also be
considered that the nature of reporting is now very multimodal
so some instances of violence may very well be covered in the
visual mode or split between media sources i.e. more violence
is shown through visual modalities where as analysis is done
through written or spoken modalities. The occurrence of violence
in a report will vary according to a kind of threshold and we can
think of this in terms of marked and unmarked.

The threshold for violence will vary depending on the field.
Here much lower levels of violence will be deemed newsworthy.
The more likely violence is to be associated with that field, the
less likely it is to be reported on or the more unmarked violence
will be. The threshold for a protest rally is quite different to that
of a war. This is largely speculative and untested at this stage. It
remains for future work to consider whether there are situations
that are highly associated with violence and yet report on that
violence.

Threshold exist for most abstract concepts, see for example
the variation in understanding of the term emergency between
different groups (Cassens and Wegener, 2008). These thresholds
will change over time and as a result of complex relations of social
and political factors (see for example Wegener’s work outlined in
Nerlich, (1990) and further discussion of the proto-pragmatists in
Nerlich and Clarke, (1996)). They will also change according to
the participants, the relationship between participants, the field,
the material situational setting as well as the mode. That is to
say, thresholds for a social process are contextually sensitive and
such thresholds represent an ideological position relating to the
view point or perspective on the world.
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6.2.2 When context is absent

While there are always elements of context that we expect, there
are also very good reasons for these expected elements to be
absent. In fact these form a set of texts that will often not have the
elements from the context that we might expect coded in the text.
In giving reasons for why lexis might not be the best basis upon
which to build a model of register, Halliday (1974) notes that
often the very thing that the text is ostensibly about is notably
absent from the text.

Halliday refers to a study from Russia in which the discussion
is about potatoes but in which the term potatoes never actually
arises. As Halliday (1974) suggests, if you are looking at and
holding potatoes then there is no real need to refer to them by
name. This he suggests is one of the reasons why lexis as a
measure of register should be avoided 6.

Despite this, Halliday (e.g. 1978) and Hasan (e.g. 2004) have
argued that a text will contain a trace of its context and that it is
this trace that is important for meaning. If this is the case, then
monumental texts such as novels will often be more likely to
contain the context as a trace because of their very product like
nature, however, the fact that the text is read and re-read across
vast time differences means that some of the original meaning
will be lost, that the context needs to be re-supplied as we can
no longer see its trace in the text except as missing meaning or
ambiguity. And, we are unlikely to be aware of missing meaning
for anything other than lexical items. We are also unlikely to be
aware of ambiguity since ambiguity implies a familiarity with the
variety of potential meanings and awareness of potential get lost
over time, until it ceases to be potential. A text may also acquire
new meanings by its reading in a new time and space by a new
audience.

The relevant contextual trace is likely to be missing from cer-
tain texts including – texts with a large temporal delay or aspects
of language change e.g. historical texts, where the greater the
distance the more likely important contextual information is not
recoverable from the text; texts with a high degree of close dis-
course partners e.g. family members or members belonging to a
field restricted group e.g. a sports team or professional group (sur-
gical team); and multimodal texts where the important contextual
information may be encoded in a modality other than language
e.g. gesture or film. The lack of contextual trace is perhaps most
frequent with multimodal texts where often the context may be
evident in another modality such as the visual mode. Often a text

6 Although lexis has been shown to be a strong indicator of register and highly
effective in natural language processing at predicting features of a text. It is
within a restricted set of situations where lexis will be less useful.
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will have a mixture of these factors for example, ethnographic
filming of families or surgical teams.

6.2.3 Multimodality and context

Multimodal texts will often not display the contextual trace in
the way that single mode monumental texts might. Although
multimodal texts more often than not have redundant informa-
tion transfer, at least some relevant information may be in one
modality but not others. Multimodality has become something
of a buzz word in recent years but in actuality most contexts and
texts are multimodal to some extent. Technological changes have
increased the availability of texts of different modality and al-
lowed for them to be combined in new ways for a wider audience
but the multimodality itself is not new.

Most human discourse is multimodal. Despite the frequency
of the study of single modality discourse, it is single modality
discourse that is the outlier. Humans multiply code information
and this practice has several strengths. Firstly, multi-coding is a
failsafe. If people miss a message in one modality they will likely
receive the message through another modality if it is multiply
coded. Admittedly, this will not be an identical message since, as
was discussed in chapter 3, the different modalities do not neces-
sarily share the same meaning potential. However, this multiple
coding has a benefit that, although the meanings created are not
identical, at least some modalities will cut across linguistic barri-
ers and other barriers to communication such that, for example,
we do not need to speak the same language to understand that
someone is upset, happy, angry or sad.

Multimodality also has other benefits for humans because it
frees up space in meaning making. Just as the modalities can be
used to send the same message, they can also be split up and
exploited to send different messages. Such multiple messages
through different modalities is a common technique in many
childrens’ books. One story will be told through the pictures and
another, sometimes contradictory, story will be told through the
written words. Such basic rhetorical devices as sarcasm and irony
often rely heavily on our ability to use different modalities to
convey different meanings and our abilities to read these in oth-
ers. Indeed, inability to read different messages being conveyed
through different modalities forms the basis of a number of disab-
ilities and disorders (see for example a discussion of the link with
early dementia diagnosis in Kipps, Nestor, Acosta-Cabronero,
Arnold and Hodges (2009)).

Similarly, it is possible to use multimodality to create space to
do other things with talk. Consider the example raised in chapter
1 of the family getting ready to leave in the morning. Although
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we only use a single modality transcript here, in most recordings
of the family, the mother is negotiating lunch preparation with
different family members through gesture at the same time as
she is carrying out a conversation about the weather, sunlight
or travel plans with other family members. This modality mul-
titasking is of course not limited to families and is common in
situations where there is a temporal constraint or requirement for
multiple tasks to be performed in parallel. The same multitasking
can be seen in surgical theatres (see Moore, in press), emergency
rooms or air traffic control. Often surgical teams will talk about
seemingly unrelated topics at the same time as they are negotiat-
ing complex surgery visually. Such splitting of the semiotic load
is more likely to be seen in situations where people are engaged
in a shared task with a common goal. Just as language can be
social network specific, gestural and visual communication can
become very specialised. Complicated codes are developed such
that onlookers, as outsiders to the code, often don’t know what
is going on. Such instances emphasise the importance of other
modalities and the material situational setting to meaning mak-
ing. We are only just discovering the importance of some of these
aspects to thinking and meaning making.

The analysis of multimodal context is certainly very much more
difficult by comparison to a single modality text. The inclusion of
the possibility for multiple stories or nuancing of a story through
other modalities makes analysing such situations very difficult.
Take the example of a television news report. There are multiple
contexts and multiple reports taking place in such a situation.
While as an audience we receive the report as a unified whole
framed by the anchor, it is difficult to know how to analyse such
a situation. As viewers, we see the whole social process as news
reporting and we have certain expectations about how such a
process should unfold and what it should contain (although it is
possible to argue that these expectations are changing). However
when we consider an individual instance of a news report we see
that it is made up of many different interactions. The news reader
is engaged with viewers and with the field reporter. The field
reporter is engaged with the people they are interviewing or re-
porting on and the people they are reporting on are engaged with
those around them. Each of these relations represents different
fields, tenor relations and potentially different modes, despite the
fact that we receive the news story as a whole. Potentially, even
the information from each of these interactions is quite different.

To a certain extent this can also happen with monumental texts.
There are multiple contexts embedded within the one text and
it is necessary to analyse all of these to get a complete picture
of what is going on. Moore and Wegener (2010) approached this
problem in pharmaceutical texts by assessing each context in turn
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to build a richer picture of the expectations that a reader might
have. Moore and Wegener (2010) supported this analysis with
field studies of how readers reacted to the text and the relations
understandings that they drew from the texts.

6.3 pressures on data collection

In chapter 5, I made the distinction between the recognisable
social process that is the object of our analysis and the individual
instances or situations of this social process. The abstract concept
of the social process I referred to as the Anticipated Context (AC)
while the actual instances I referred to as Individual Contexts (IC).
In working with the MET context making this distinction was a
crucial move in establishing an understanding of the domain and
behaviour within this domain and it is a move that I believe is
important in any analysis of context.

Part of understanding the context is taking account of whose
view on context we are taking and how that view or perspective
shapes the boundaries and understanding of the social function
of the process under analysis. Our understanding of the social
process and the subsequent definition of the shape and boundar-
ies of the process will influence the kind of data we collect and
the ways in which we use this data for understanding context
and the issues in a domain.

Data collection forms a central issue for most studies, and the
problems associated with data collection often shape the design
and outcomes of the study. There are many different ways of
getting information about context and we can think of these
different ways as different forms of data. In the previous chapter
we saw some of the data that was used to get information about
the MET. Primarily this was film based data, with transcriptions
of the language from the scene, but there was also ethnographic
transcripts, voice recordings and films of unstructured and semi
structured interviews. These different forms of data give different
views on context and they are all helpful in building a picture of
what surrounds the text. This is particularly the case when the
information obtained is cross referenced.

While the multiplication of data is useful it also creates an
interesting problem in that it becomes necessary to distinguish
between these different types of data. Certainly, this is a long-
standing concern, with the distinction having been made for a
very long time between primary and secondary data or evidence.
This distinction draws on the underlying contextual differences
that exist between different forms of data and the layering of
text production that takes place in social processes. Frequently
we talk about the actual event but it is often difficult to know
what the actual event is and different people (including different
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researchers, participants and other stakeholders) can have very
different views on what constitutes the actual event and where
the boundaries for this event lie. Since context represents shared
coded behaviour, these points of difference will most often be
minor, although, potentially very important.

Each production of a text is an event in itself. An event that
involves different participants with different relationships to each
other and different motivations. The following example from a
group home environment shows this distinction clearly although
any event may produce texts which flow from that social process.

Consider the following scenario: a resident living within a
group home drowns while taking a bath7. One carer present
makes a call to the emergency services which is automatically
recorded by the emergency services. The carer then calls their
superior, who also records the call but in note form. They then
discuss the incident with the emergency services personnel who
arrive which is again taken down in note form but this time as
part of a structured report form with set questions.

They are then interviewed by police and subsequently required
to give a formal statement at the police station. Police construct a
fact sheet on the incident, as do the department of community
services head office. The case is handed to the coroner who re-
interviews witnesses and creates new documents and accounts
of events which are both spoken and written, under different
conditions and at different distances in time from the actual
initiating event.

The case goes to court and more documents are created. The
case is written up in the newspaper, and reported on in a cor-
oner’s report. The staff are given counselling, both individual and
group based, where the sessions are recorded. The department
writes up a case report on the incident bringing in elements from
previous documents. Researchers write up a study on deaths in
group homes and report on the incident as one of a number of
deaths. Family members talk about the event casually within their
home and might write about the event in diaries or memoirs.

All of these can be seen as events in themselves and they will
each produce text as product. These products may be analysed
either as potential evidence for reconstructing the event, the
reconstruction of another event or relation or as evidence for

7 I have chosen this example because death by drowning is a relatively com-
mon occurrence in group homes for people with disabilities. Current research
between myself and researchers at SINTEF in Norway and IMIS in Germany
involves investigating the possibility of creating behavioural interfaces that are
sensitive enough to recognise and respond to displayed intention or trainable
for idiosyncratic behaviours. It is hoped that such interfaces will afford some
degree of protection to residents in the future by reading and responding to
complex behaviour as meaning. For actual records of instances of deaths in
Group Homes please see the Australian Coroner’s Reports.
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texts of a certain type or register. The list just provided represents
a mere subset of the actual processes which occur following a
death in a group home and yet, from this very limited set, we
can see that the texts that have been produced as a result of the
one event are numerous and accessible for analysis while the
initiating event was not recorded and is thus not accessible to the
analyst. These texts are all different and the analyst may come in
at any point and treat any one of these as their primary text, yet
they are all linked to the initiating event and we would in most
cases want for analytical reasons to acknowledge this fact.

However, depending on our research question, our relation
to the initial event is going to be vastly different. Consider the
situation where the researcher is interested in understanding
the therapeutic relationship through the study of a corpus of
counselling sessions that have been recorded. If one or two of
these texts form part of that corpus then the researcher is not
really interested in the death in the group home and this is no
longer the primary event under analysis, nor are the participants
involved the same or their relationships with each other the same.
Viewing the text not as evidence for reconstructing the primary
event but as a product of a different primary event e.g. a police
interview, changes the contextual configuration for field, tenor
and mode. New relations are being set up depending on our
perspective. This multiple membership of texts is represented in
figure 49 .

In figure 49 we see that a police officer, coroner, media repres-
entative, family member or Group Home Manager might want
to reconstruct what happened at the group home. Their reasons
for reconstructing the event will be very different, for example
responsibility, fault, guilt, news, care or improved services. The
emergency personnel may want to look at response times while
ethnographers may want to look at note taking during stressful
events. Semiotics and particularly a contextual semiotics is crucial
to all of these questions but the nature of the question changes
the relation to the data as we can see in the diagram above. This
kind of representation of how the data fits within social process
needs to be the first step in analysis since the location of the data
is crucial if we want to understand the purpose and the function
of the text in society.

As well as the culture or social structure creating a textual
trace, when we deliberately set out to collect data we are also
creating texts and these are texts of different orders. We can
use context to think about the different nature of these texts.
Depending on what we focus on as our text, different traces
will be constructed and these traces will have different contextual
descriptions. To take an example, if we consider the MET data, the
main focus was on the films. These films were taken to be a true
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Figure 49: Different text types emanating from a social process.

representation of what takes place during a MET. Setting aside
the problems that arise from this, it is possible to consider the
context of this data. This is a means of representing the different
distance from the actual event8 that an analyst may be and the
different relations in which they stand to the event. If we take as
an example, the research project examining MET calls in Sydney
hospitals, this project employed several different data collection
techniques. These different types of data taken together provide a
very rich picture of the MET call and provide details that would
otherwise be missed if only once source of data were used. Often
we consider the object of our analysis to be the social process
that we are recording, but the process of recording is also a social
process in its own right and it is beneficial to consider what the
different contextual alignments might be for different forms of
data collection. For the MET call project MET calls were filmed,
researchers also took ethnographic notes during MET calls and
then interviewed participants afterwards, including; directly after
the call one on one; as a group several weeks later while viewing
the call; and finally in small groups to discuss the analysis.

8 However, note that the determination of the ’actual’ event remains problematic.
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If we consider these different forms of data as each constituting
different social processes that provide information about the MET
and MET calls, then we can see that they each have slightly differ-
ent contextual configurations that impact on the information we
are likely to get from these different sources. The networks show
the relationships between the different data collection techniques.
These descriptions are at the anticipated context level of abstrac-
tion in that they don’t represent a description for each individual
interview or recording. The units of analysis are the social process
of recording/interviewing and the social actors of researcher/s
and participant/s. Analysis has been done from the researcher
perspective since it is the value of the work to the researcher that
is at issue in this case. Should the motivation for participation of
the participants become important for a research question then it
would be beneficial to take the participant perspectives as well,
particularly for goal orientation.

For the filmed MET calls, there were a number of researchers
in the ward room with the MET. The researchers filming were
nurse educators who had been seconded to research and trained
to film. The contextual description for ethnographic filming is
represented by the green line. The ethnographic notes however
have a different description, and this is represented by the blue
line. Ethnographic notes were taken during the MET calls by
an outside researcher who was not a member of the medical
community. When we come to the interviews, we have a number
of different aspects that need to be considered. Firstly, the contex-
tual description for interviews in general is represented with the
red line.

However, there are a number of different kinds of interviews
that have been used. The first of these was the post call interview
which took place on the ward immediately following the event
where participants were asked to give a summary of the event
and to discuss their feelings about the success and typicallity of
the event. This one on one interview calls for some variations to
be made to the contextual description. These are represented by
the orange line. The second was a focus group style interview
which took place some time later in the research centre and
required a selected group of MET members to view a filmed
event and comment on what was taking place. With the focus
group style interview, we see that certain variations need to be
made to the contextual description. These are represented by
the yellow line. Finally, MET members were asked during an
interview in the research centre to comment on a description of
a MET call made by researchers and were requested to consider
MET calls in general. This change in contextual alignment is
represented by the cerise line.
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Figure 50: Comparison of field descriptions for different data types.
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Figure 51: Comparison of tenor descriptions for different data types.
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Because we are using language turned back on itself, we can
think about the context of our data as well as the context of the
MET or hospital or health since these are the texts with which
we are dealing. We are using context here as a means of sorting
out our data. Each text has its own context as well as a distinct
relation to the primary context, social process or initiating event.
This relation is reflected in the contextual description and shapes
the values of this text as evidence. This contextual description
of the data then allows us to sort data on the basis of contextual
similarity before we look at the particular social process which
has been recorded. Thus we have at least two layers of contextual
information before we begin to analyse something in context.

It is possible to divide texts into those which flow institutionally
from the primary context and those which are observational and
optional such as research. However it is possible to also consider
the generic structure of the texts when categorising the different
types of data. For example two potential types of data include
observational texts, where the data is a recording by one means or
another of the social process of the primary context, or, reported
texts, where the data is a report on the social process of the
primary context from one point of view or another.

Report texts may not be reporting on the primary social process
directly, but on the participants reactions or responses, feelings
or thoughts. As with all report texts, it is possible for them to
look forward as well as backwards, hence, they may include
projection into the future or commentary on the here and now as
well as reflection on the past from some perspective. Importantly,
any one of these texts may become the primary social process
depending on the perspective one takes on the text.

6.3.1 Ethnographic Filming

One of the challenges with multimodal data is that the text is
no longer clearly defined as a text. Just as Malinowski’s students
found that when they went to African communities the boundar-
ies were no longer clear in the way that they were for Malinowski
in his island communities, once we move to multimodal texts the
challenge of actually recording the data looms much larger than
it does for written documents. One of the largest concerns is how
to go about filming and how to treat our relationship to that data
once it is collected.

Filming in ethnographic and anthropological research has a
long and rich history with journals and books being devoted to
the study of image based research (see for example Prosser (1998)
or Collier (1967)). Banks (1998:18) suggests that ethnographic
filming has typically “sought to explore ways in which ’natural’
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and ’spontaneous’ human behaviour and interaction could best
be observed by the motion picture”.

The primary motivation for this focus on ethnographic filming
was a perception that such recordings were a natural, neutral and
complete source of information about the topic under investiga-
tion. Even though it is possible to have at least some degree of
invisibility with filming, as Banks (1998:19) suggests,

“the fallacy of course lies not in assuming that a
camera can become invisible to those it films, but
in assuming that a socially, temporally and historical
viewpoint can be overcome in what it sees. Even the
classic ’invisible cameras’ of modern industrial soci-
eties – high street bank security cameras, roadside
traffic cameras, ’eye in the sky’ surveillance cameras
on helicopters – are socially located and ’see’ from
a particular socially constructed viewpoint.” Banks
(1998:19)

If we consider ethnographic filming from the perspective of
activity theory, this natural bias in filming makes sense because
the camera is itself an actor in social processes. As Banks (1998: 19)
suggests, “the camera is a social actor and it is inevitably involved
in the social drama that unfolds before it”. It is interesting to
consider the implications of treating the camera as a social actor.
Obviously the camera is a social actor with at least some very
important restrictions in it’s abilities. The camera can not, for
example, make complex theoretical or philosophical arguments
in the way that a human might, or engage interpersonally in
the way that an animal might. Nonetheless, it is a social actor,
even one with restrictions, and it reflects the views, relations and
perspectives of the camera user – be it directly or indirectly.

It is necessary, then, to establish in exactly what sense a camera
or indeed any other form of technology can be a social actor.
After all, the invasiveness of the camera means that the camera’s
interaction with humans is particularly problematic for ethics.
The value is that it captures much more than other forms of data
collection, but this is also a risk. Gold (1989:104) argues that “eth-
ical concerns are particularly important since the camera intrudes
and reveals more than other methods”. This intrusion is a distinct
value, but it is also a privilege, and this means that “sensitivity
is rooted in a covenantal rather than contractual relationship”
(Gold, S. (1989:104-5). It should not be a buyer/seller relation or
an exchange of goods and services, but rather an understanding
to take care of and bring an understanding to the data. To be
a custodian or caretaker of data is different from being a buyer
or owner of data and this difference should be reflected in the
way we communicate with stakeholders and deal with the issues
involved in data of this nature.
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6.4 issues in working with context : a return to the

central problems

Throughout this thesis some core issues that relate to modelling
context have been discussed. Although they have been treated
as separate issues many are in fact connected as we have seen
already in chapter 6.

6.4.1 Goal Orientation

Goal orientation has become arguably the most contentious is-
sue in modern accounts of context. Van Dijk (2004) for example
devotes much of his criticism to discussing the notion of goal.
While his critique suggests that SFL can not logically have an
account of goal given its behaviourist roots, thus precluding any
consideration of subject internal motivations, such a considera-
tion has always been proposed within SFL (Halliday, 1976/1978).
This is not an inconsistency since SFL does not fall strictly within
the behaviourist tradition be it British or American (Halliday,
1976/1978). In fact, as we have mentioned previously, Halliday
(1976/1978) specifically distances himself from the tradition. This
is a case of being clear about what counts as linguistic evid-
ence, and what status linguistic evidence has in relation to other
questions (see section on linguistic evidence).

As we saw in chapter 5, the goals of the participants in relation
to the context were quite varied. In describing the anticipated
context (AC), the goal orientation derives from the relation of
the primary participant blocks (as opposed to individuals) to the
central task of the process, or what we have called the cultural
function of the social process. However the goal orientation net-
work as we applied in chapter 5 has three potential problems.
Firstly, the question of temporal orientation, including temporal
location and temporal extent, is unclear. Secondly, the question
of what constitutes a goal needs to be resolved, and thirdly, the
question of objects and goals could be better stated. The network
below is my attempt to address some of these issues based on
the difficulties I faced when analysing the MET discourse.

The goal orientation network as we applied it in chapter 5

comprises 3 key systems: temporal orientation (longitudinal or
short-term); consciousness (overt or unconscious); and constancy
(constant or variable). As it stands, this network is definitely
usable, as we have seen in chapter 5, however, I suggest that the
effectiveness of this network may be improved by making some
changes to the network structure as in diagram 52.

The first change is reorganisation of the temporal orientation
system. This system codes for the temporal aspects of the goal
of an activity. While there are certain benefits to being able to
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Figure 52: Revised goal orientation network.

choose short term at some moments and long term at others, each
participant and indeed any social process will have both short
term and long term goals motivating behaviour simultaneously.

I have suggested the following change to this system: temporal
orientation becomes a selection from short, medium and long
term goals. Thus, selections must be made within each of these
networks and I have removed the sections relating to evidence
from goal orientation.

I have here chosen to focus on the nature of the goal itself,
not the nature of the evidence. Evidence has become a separate
network pertaining to all systems of context since it relates to all
choices made for all systems.

6.4.2 Evidence Network

Context analysis along with many other forms of analysis is
essentially categorisation by means of increasing specificity. As
mentioned in the previous section, systems pertaining to evidence
have been removed from the goal orientation network. The reason
for this is that these distinctions do not apply to goal orientation
alone but rather to all choices that are made during analysis.
The basics of an evidence network can be seen in figure 53.
Previously these categories related to goal orientation and the
original arrangement can be seen in Butt (1999/2004) included
in Appendix A and used previously in chapter 5 and 6. The
distinctions however do relate to all choices made in the context
networks.

Interestingly, the evidence used for context analysis proves to
be one of the larger difficulties with the approach. Ambiguity
results in the potential for circularity. If I decide that a certain
context involves unequal social roles, what is my evidence for
this decision? If I use language then I run the risk of claiming
something similar to the claim that a situation involves unequal
social roles because there is an asymmetry in the use of com-
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Figure 53: Proposed network for evidence.

mands between participants and that my finding is that unequal
social roles result in an asymmetry in use of commands between
participants.

Of course neither of these claims is true. There may be a correl-
ation between social role and speech function in some situations,
there are far too many situations where it does not hold for a
causal relation to be established. Part of the problem lies with
where the categories come from. Where use of commands sits
very firmly within linguistics (at least by most accounts), social
roles is a category that falls outside linguistics and belongs to
social psychology or sociology each with their own definitions of
what a social role is and what counts as evidence for a social role.
The relationship between psychological and sociological patterns
and linguistic patterns is often quite striking and useful for both
sides, but it is still the case that the basis for building patterns
is very different for each discipline and this makes it difficult to
discuss the relationships between the patterns.

6.4.3 An approach to context

Context cuts across all strata of language, and as such aids the
understanding of meaning at all levels. Context can again be seen
as that most simple of definitions; everything that is around the
text. And this is the key to making context work. Context can,
and should, be used to understand the linguistic process; the
design of research questions, the collection, storage and analysis
of data and the interpretation and representation of results. After
all, each action is itself an instance of language in context. As
textual analysis, multimodal or otherwise, is carried out, it is
context that guides the selections and that makes any findings
meaningful. Context does not need to be mysterious or idealised,



6.4 issues in working with context 205

but by the same principle, neither is it helpful to reduce or over
simplify. Perhaps what is most needed is a clear setting out of a
process.

In this section a process that has been used in dealing with
context across various research projects will be outlined. By set-
ting out the process it is hoped that the movement from theory to
practice will be obvious and others will be able to apply models
of context in their own research with greater transparency. This
goal has two motives.

Firstly, there is a need for greater transparency around context.
While there is a relatively clear process for carrying out gram-
matical analysis or morphological analysis, and even to a certain
extent semantic analysis, analysis at the level of context has no
unified or clear procedure. There are no established units, no
guidance as to how one might set about analysing a text in con-
text with the result that we usually end up with a very discursive
description of context.

Secondly, and this point is connected to the first, without a
clear procedure it is almost impossible to combine analysis from
different projects for comparison. At the moment, if one wishes
to compare two contexts it is necessary for the analysis to have
been done using the same approach and preferably by the same
researcher. Ideally it should be possible to compare across re-
search projects no matter who the researcher and no matter what
approach was taken. If our comparison is made on a functional
basis this should be achievable. Just as Halliday and Matthiessen
(2004) compare the traditional grammatical terms with the func-
tional ones, allowing comparison of analysis, so it should be
possible to compare different contextual analyses if we know the
functional motivation of the distinctions. Such a process is a case
of ontology matching.

I refer to this combining as a process of ontology matching
because there are definite limits to what can be considered context.
Different theoretical approaches and different models within
theories differ not so much on what they consider context to be,
but on how they organise their description. It is possible to see
how these different approaches have arranged information in
different ways, foregrounding some aspects and hiding others
but in many respects covering the same ground. Grimshaw’s
(1994) complimentary studies of professional discourse shows
this very clearly.

6.4.4 Opening moves: the research question

The research question to a large extent defines what Schegloff
(2000) has referred to as the granularity of the approach. Mat-
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thiessen (1993f:236), in explaining that the researcher is free to
examine at whatever level they feel appropriate, suggests that

“we can state the values (of field, tenor and mode)
at variable degrees of delicacy so that we can give
whole families’ of registers, subfamilies or single re-
gisters contextual values depending on the degree of
delicacy we select within context. For instance we can
group recipes, car repair instructions, and furniture
assembly instructions into a family of procedural re-
gisters. Contextually, these may all be similar in tenor
and mode but they will certainly vary in field. Or,
to take another example, in characterising scientific
English as a generalised register, Halliday (1988:162)
uses very general, indelicate field, tenor and mode
values”.

In order to better classify our analyses, it is necessary to give
the reason a particular text or social process is being examined.
This statement of a research question can be covered by three
crucial systems outlined in figure 54. In this group of systems
I have drawn on Halliday and Matthiessen’s (2004) distinction
between text as artifact and text as evidence and extended this
in delicacy to take in more precise statements of the nature of
evidence or artifact.

The distinction has been made between whether a text is con-
sidered for its own sake or as evidence for something else. If the
text is considered for its own sake it may be as an individuated
text that is considered for its unique properties or as an arche-
type of either style e.g of a particular author or a particular era,
or structure e.g. an instructional text. But a text might also be
considered as evidence for something else. It might be evidence
for social aspects such as educating in high risk environments
or power or gender. Alternatively, it might be evidence for some-
thing semiotic such as interviewing techniques or questions or
the interaction between space and circumstances.

The specificity has also been increased to include a distinction
between whether the text or social process is considered to be the
social process itself, a comment on the social process or a report
of or recount of the social process. This is combined with a sys-
tem distinguishing between whether the text is complete or not.
The text might be known to be complete, truncated, cropped or
unknown in its completeness. There may well be further distinc-
tions necessary to give a more complete picture of the research
perspective and these can be added to the proposed systems, as
can further distinctions to the existing systems.

Together these systems form what I have called the research
perspective and they give an indication of the research question.
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Figure 54: Proposed network for research perspective.

The entry condition or unit of analysis for each of these systems
is the texts or social processes collected as data for the research
project. Obviously most researchers will have several research
questions and each of these can be recorded separately to show
how the same data is being used in different ways to answer dif-
ferent questions or to show how different data is being combined
to answer these questions.

Just as it is important to give an account of the research per-
spective, it is also important to get an indication of the researcher
perspective. Again this may well be multiple and varied and it is
worth recording all perspectives to see what the impact of this
may be. The first distinction I have made here draws on Pike’s
(1954) distinction between emic and etic analysis. Pike (1954)
distinguishes between research done from within the group and
research done from outside the group. Both offer very important
information and it is good to get both forms of perspective on
any social process.

If taking an etic perspective, it is possible to be a commentator
e.g. a researcher commenting on data they have not participated
in collecting, an absent stakeholder, e.g. an interested party that
has no direct contact with the data but has a stake in either
the data or the results of the study or both, or an observer,
e.g. a researcher who is observing the social process from the
outside. If taking an emic perspective it is possible to be an active
participant, e.g. a surgeon recording their own surgical practice or
a psychotherapist recording their own therapy sessions, a passive
participant, e.g. a patient recording their own surgery or a passer
by caught on film, or a participant observer, e.g. a participant in
an event taking notes during the event.

You will see that these systems are not independent from the
research perspective. This is also the case with the field, tenor and
mode networks. The second system in the researcher perspective
is the temporal location of the researcher. The temporal location
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Figure 55: Proposed network for researcher perspective.

refers to the temporal perspective from which the researcher is
viewing their data set.

The researcher may be looking forward to creating or generat-
ing a text or looking forward in planning a text. The researcher
may also be temporally located in the present through observing
or recording an event or looking backwards at an event. In looking
back, they might also be looking back and reporting, observing,
recounting or commenting.

Even with a description of the research and the researchers per-
spective it is still necessary to have an account of the granularity
of the analysis. I have called this the analysis perspective. The
analysis perspective considers the focal distance of the analysis
by describing the unit of analysis as either a whole register family
or something as small as a morpheme. The focal distance is more
like a rank scale than a system. As Matthiessen (1993) suggests,
it is possible to give a contextual configuration for any degree of
delicacy. While degree of delicacy does not refer to the unit as
much as it does the level of delicacy that we give to the context
statement, the two are not necessarily unrelated. Because it is
possible to analyse at different levels, research is often carried
out without stating this factor making comparison difficult.

The degree of abstraction is also included here as a variable
in the analysis perspective. For most research questions it would
be beneficial to describe both the anticipated context and the
individual context/s, but it is certainly possible to use one or the
other alone. What is important is that the level of the analysis
be recorded so that it is possible to compare with other studies.
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Figure 56: Proposed description for analysis perspective.

As described in chapter 5, the anticipated context refers to the
abstract notion of the social process. The anticipated context
has general roles as the participants rather than individuals and
generic situations rather than a specific situation. Individual
contexts by comparison are an analysis of actual events and the
individual participants.

The resemblance between these networks outlined here as per-
spectives: the research perspective, the researcher perspective, the
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analysis perspective, and the field, tenor and mode networks is
not accidental. The research, researcher and analysis perspectives
act as a meta-discourse on the field, tenor and mode networks
and frame the analysis carried out using the field, tenor and mode
networks. The research perspective focuses on what is going on
with the research, the researcher perspective focuses on the social
relations involved in the research and the analysis perspective
focuses on the organisation of the research.

One of the biggest problems with the system based approach
to context as outlined by Butt (2003) is that the systems all have
different units of analysis. Even systems within the same network
have different units and this can be problematic. Tenor in par-
ticular causes a problem because many of the systems seem to
be designed for diadic relations while most of the situations that
need to be described are multiparticipant rather than dyadic.

Because multiparticipant contexts involve understanding the
relationships between a group of people rather than between two
people it is necessary to set out the different relationships that
exist in some way or to take a unitary perspective and present
the analysis as being from one perspective. Even with a dyad, the
impression of a single perspective is misleading as there are still
at least three perspectives. The challenge for the multiparticipant
contexts is that there are a large number of views to represent.
Tenor is the most problematic because it is inherently between
people rather than pertaining to an individual. Unlike field and
mode which consider the nature of activity and interaction, tenor
is about the relationship between people and so must consider
the two people involved. One way to deal with issues that are
between things is to represent them in a matrix.

Matrices such as the sample represented in table 5 in chapter
5, set out the possible comparisons in a context. In this view we
can see all the participants and describe their relationships. But
multiple participants also means multiple activities and multiple
forms of interaction. This means that just as tenor will vary, so
will field and mode. It may be that it is also possible to organise
field and mode in a context matrix just as with tenor.

Questions about what is going on also become much more com-
plicated once we introduce multiple modalities, which of course,
most of language involves. One activity may be going on through
language while a completely different activity may be going on
through gesture or on visual and through auditory displays. Fur-
thermore what is going on and the role of language might very
well vary significantly for the different people involved in the
social process.

As well as being a contained way of presenting information,
matrices are also a good way to see the redundancies in coding
between people in a group. If a group of people have similar
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codings in tenor it may be that it is possible to treat this group
as a single entity, with a higher probability of similarity in goals
and objectives making it more likely that they have similar social
roles. They also have the potential for giving a tenor based focus
to a contextual description. This person centred representation
can be used in modelling context from the perspective of those
involved.

6.4.5 Context from the point of view of people – a person centred
context model

At the start of this thesis I suggested that the application of a
model could offer something to the development of theory and
subsequently further modelling just as it can bring benefit to the
domain in which it is applied. Through applying Hasan’s (1999)
model of context to the MET domain, the research team at the
Simpson Centre were able to build a clear picture of the typical
phases of a MET call that was used to construct educational
tools and in training. They were also able to define roles and
responsibilities for the MET members and raise awareness of
problems in the current structure that may result in systems
failures. But it would be wrong to suggest that the relationship
between the model and these outcomes was direct.

Hasan (1999) and Butt (1999/2004) in constructing their models
took the representational tool of systems used in the systemic
functional theory and used these to model context. In so doing,
they develop systems at the level of situation and leave aside the
issue of where these systems sit in relation to the theory as a
whole or how these are resolved with respect to the dimensions
of language. So one of the changes that takes place in this model
in the move from theory to model is the use of systems and
potentially the place that these systems sit in relation to language.
But this does not mean that this model of context is not useful
or that it is inconsistent with the theory. On the contrary, it
is merely that there are theoretical issues with the model that
remain unresolved.

In applying the model, changes were made to the entry con-
ditions and to some of the categories and organisation of the
systems. When these altered systems and entry conditions were
used by the researchers at the Simpson Centre, the model was
changed further. Some of the abstraction was made more partic-
ular and elaborated more for the situation. When findings were
conveyed to staff at the hospitals these were altered further to
make them relevant to the particular hospital where they were
being shown. Further changes were made by the hospital in ad-
opting some of the findings into hospital practice. They focused
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on crucial aspects that resonated with their situation and ignored
other parts.

These changes raised some questions about how theories and
models are used and what this usage means for development of
the theory and model used in this situation. What was evident
from the changes that were made during the research project was
that the model was easy to adapt to the different needs as they
arose. Typically it was only parts of the networks that were used
not the whole networks and these selections usually reflected
crucial areas at risk for the situation.

Of particular interest to the research team at the Simpson centre
was parts of the tenor network which they used to establish role
descriptions for the MET. Possibly even more important to the
team was the generic structure potential for the MET calls. Their
adaptation of the model however saw the structure potential
statement tend more towards the elaborated and field oriented.
Rather than having abstract categories, they developed quite
elaborated categories as can be seen in Santiano, N., Young, L.
Baramy, L.S., Cabrera, R., May, E., Wegener, R., Butt, D. and Parr,
M., Clinical Analysis Group (2011). The phases of the MET, as
they called them, were built into teaching as key areas of focus
and reflection. Interestingly, participants were able to abstract
from this very elaborated potential when asked to consider the
idea of a MET.

The experience of this application fed back into the theory
and modeling by highlighting the ability of participants to ab-
stract when directed. Participants showed the potential to build
an abstract contextual description merely by being directed to
consider the MET as an idea rather than referencing the specific
situation that was recorded. Indeed it was only necessary for the
interviewer to discuss MET systems with staff with no video and
at a point removed from either the recording or viewing of the
video. This aspect emerging from the application is quite readily
incorporated into the model as is shown in chapter 5 through es-
tablishing two descriptions of a situation: the anticipated context
(relating to the abstract named social process), and the individual
context (relating to a specific instance of the social process).

While there is no problem with incorporating this concept into
the model, more difficulty may be presented in ensuring consist-
ency with the theory. One way in which it might be possible to
incorporate this approach theoretically is to consider how Phillip
Wegener’s work on context might be more fully integrated with
existing approaches in SFL. While drawing on Wegener’s work
in a very general way, SFL has made little explicit use of the
model outlined by Phillip Wegener (see Nerlich 1990 and Butt
and Wegener 2008). Phillip Wegener’s model of context includes
mental schemas based on idealisations of known situations. This
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concept could be usefully incorporated into SFL theory to bring
about a more person centred approach. The proposals outlined in
this chapter taken together can represent a model of context that
presents context as inherently between people and yet still takes
into account the people involved in any situation and the poten-
tial they have for understanding a situation differently. People
project their perspectives onto the environment through their
interactions and in so doing provide those around them with
insights into their individual perspectives.

Within this model the first step in any analysis of a social
process would be the meta analysis. The meta analysis is a de-
scription of the project itself and involves describing the research
perspective or the research activity taking place; the researcher
perspective or the researcher social relations involved and the
analysis perspective or the organisation of the research. Typic-
ally a description such as this would be given in the methods
section of a research paper or report without any direct connec-
tion being made between the method and the account of context.
Inclusion as a contextual description recognises that research is
itself a situation where the contextual variables might very well
impact on the data recorded and the interpretation of that data.
Much of what we describe as methodological differences are the
structural outcome of different contextual settings for different
methods. The benefit of describing the research context in this
way is that by providing a relatively uniform description, it is
easier to compare different studies.

This approach is as yet unelaborated. It has been devised
from experiences across a number of different projects and the
challenges that these presented. It remains for future work to
consider how these concepts might be brought together to form
an integrated approach to context that is consistent with SFL
theory. In chapter 6 a number of different challenges with context
description have been discussed together with some suggestions
for new ways forward in modelling and applying context. In the
final chapter consideration will be given to future directions for
contextual research.





7
C O N C L U S I O N S

“these imponderable yet all important facts of actual life
are part of the real substance of the social fabric, that in
them are spun the innumerable threads which keep together
the family, the clan, the village, the community, the tribe”
Malinowski (1922:19)

7.1 looking back at where we have been

Although we set out from theory and progressed through to
application we have arrived, as one does, back at theory. The
process is a circular one, which never ends, but which in its
momentum carries forward the work of academia. By putting
a theory to work we inevitably move it forward, making any
application a step in theory building. So where then does the
consideration of language in context, the examination of the
challenges for theory, model and application leave us and what
changes are necessary?

The overarching goal in this work has been to show how each
phase from theory, through model to application and practice
have their own unique challenges. In chapter one we considered
some of the reasons why we need to examine language in context
and introduced some of the challenges to the examination of
language in context. In chapter two of this thesis the historical
grounding of the contextually located view of language that is
employed was considered. By examining a little of the history
of context, the similarities and differences between different ap-
proaches become clearer in their motivation. Some of the central
questions that were introduced in chapter one can be seen to
have begun with Malinowski and those before him. Because SFL
has considered language in context for such a long time, it was
selected as the theory to examine. In chapter three the theoretical
underpinnings of one approach, SFL, were considered.

Without selecting one particular model within SFL, chapter
four examines some of the different approaches that are possible
and that have been followed in modelling context within SFL.
This chapter showed some of the challenges which are peculiar to
model building and led to the selection of Hasan’s (1999) model
as modified by Butt (1999/2004) as a suitable model for applica-
tion in the domain of emergency care medicine. In chapter five,
Butt’s (1999/2004) modification of Hasan’s model was applied
within the domain of medicine focusing in particular on med-
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ical emergency teams within hospitals in Sydney’s western area
health service. The goal in this chapter was to foreground some
of the challenges and problems with models in actual use not
to profile the medical emergency team context. While providing
useful analysis for those working in the area of medical emer-
gency research was certainly a key consideration of the research,
it was not the primary goal of the thesis and as such only a small
selection of the actual data was represented in chapter five. This
was expanded in chapter 6 by considering other projects that
helped to highlight the problems faced when trying to apply
models of context. In this final chapter, consideration is given to
what the changes made through application mean at the level of
theory.

7.2 implications for the theoretical foundations

One key learning that emerges from the experience of application
is that while it is much acknowledged that context is important
and in fact, very little can actually be established without con-
sidering context, there is a significant lack of structure when it
comes to using context in any meaningful way. Each project, each
question, each research paper solves the problem in its own way
and thus we lose a sense of the bigger picture. If something lacks
theory it fails to be modelled and if it is not modelled then people
will not use it because it has no structure so is not easily applied.
If people do not use the model there is no application cycle and
we cease to get the updating that we need at the level of theory.
As can be seen, this process is self-perpetuating.

To break this cycle we need to understand what is required
from a model for it to be able to be applied with ease in the field. It
is also necessary to understand what is needed for representing
results and for communicating with others about research. A
model of context that makes no contact with the questions that
people have or the problems which need to be solved will have
no use value. To break the cycle then we need to look at what is
needed in the field.

In chapters 5 and 6 we saw some of the challenges faced
through the application of one model in one domain. This process
showed that, as de Beaugrande (1993) suggests, context (although
he is talking about register) is desperately in need of some theory.
However, because context is not a thing just as register is not a
thing, it is not context or register that need the theory but theories
of language that need to take into account aspects of context. SFL
already has a strong theoretical structure for looking at language
in context as do a number of other approaches to language. By
strong theory I do not refer to what van Dijk (2006) calls the
“weak triple of field, tenor and mode”. Rather, by theory I refer to
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a means for considering variation at all levels, of separating out
difference and similarity, of locating language as social and of
situating it in a biological base. These are the assumptions at the
level of theory that make it possible to model context. Without
these there is no need and no framework for any consideration
of context.

In modelling context I have made several suggestions that may
prove useful in application. Firstly, as set out in chapters 5 and
6, I have suggested the division of context into an anticipated or
archetypal context and an individual context. This division was
motivated by the need to distinguish between analysis completed
with an average view of a situation in mind compared to analysis
done with a specific situation in mind.

Comparisons between these two analyses may prove useful for
various research questions, for example, where it is necessary
to distinguish between people’s conception of a social process
and their actual behaviour in a social process. Other research
questions might find it more beneficial to compare individual
contexts with each other to determine speciation or anticipated
contexts with each other to determine similarities and differences
between social processes. It remains to be seen however how well
such a conception fits within SFL theory since it is, in effect, a
form of stratification at the level of context.

Other developments raised in chapters 5 and 6 include propos-
als for changes to the goal orientation network and the inclusion
of a meta-analysis that considers method as a social process with
specific contextual settings. This meta-analysis included an evid-
ence network, the research perspective, the researcher perspective
and the analysis perspective. These perspectives take into account
the fact that the research method is itself a social process with
contextual settings that impact on research outcomes.

It is as yet unclear how useful this approach will be in mod-
elling and application however early indications suggest that it
provides useful insights. It remains for future work to see how
these perspectives will be integrated into the theory and the
challenges that this might present.

7.3 representing context in context

Humans are predominantly visual and it may be that we will
see a return to this dominance in the future with the growing
concern for multimodality and as representation through visual
modes becomes much more common, feasible and accessible. It
is already possible to link through to digital video or sound or to
incorporate multidimensional diagramming or graphing and in
the future such practices may become common place in research
papers and books. In representing research outcomes, the past
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has seen mostly a text based approach, with descriptive passages
standing in the place of context for a text. Often the more inter-
esting representations were in the field diaries and notebooks,
where researchers were free to use whichever modality was most
suited to their purposes. New technology and changing interac-
tion practices may see this multimodality incorporated into other
areas of research.

More recently, at least within SFL we have seen the use of
system networks as a mode of representation at the level of
context. This is problematic for a number of reasons. Systems
require the view of the entire potential in order for selections
from that potential to be meaningful. Not only do the categories
only make sense, in a very Saussurian way, in contrast to each
other, but the significance of the selections for one context as
opposed to another are only visible when we can see the full
potential. This means that there are problems for publication and
for peer to peer discussion since system networks are perhaps
not the easiest form of representation to put on display.

This difficulty in display does not mean that they are not useful.
The system representation does not have to stay in a fully worked
system network and can be pulled apart to display only the most
relevant distinctions for the question at hand. Moore (2009) has
made very good use of this in showing how different contexts
track through the potential in different ways across levels. We-
gener and Kofod-Petersen (2010) have also used this approach to
show the different contextual settings for different types of data
collection and research. This is also an approach taken within this
thesis to display graphically the different choices for each context
by using different colours to highlight the selections on the net-
works. Such an approach minimises replication and redundancy
but, as a very analogue approach, still needs quite a lot of space
since the systems must be represented in full. To counter this I
explored in chapters 5 and 6 some other means of representation
for systems based models of context. By numbering each system
and each branch within each system I was able to produce unique
number strings which retained the system based information in
each string. Such an approach saves space but also has the prob-
lem of being meaningless without the original information to
which the string refers.

Individual differences remain difficult to display and one of
the possibilities discussed in this thesis is the use of matrices
to represent the potentially different perspectives on a situation
that participants might have. Matrices appear to be most relevant
for tenor relations but may also be useful for displaying field
and mode variation since the potential for differences in how
individuals and even groups view the description of what is
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going on in a social process and the role that language plays in
this process.

A person centred approach to contextual descriptions appears
to offer a useful way to incorporate cognitive aspects of meaning
making yet it remains to be seen what impact this will have on
modelling and theory and how best these individual differences
can be represented for different audiences.

7.4 looking forward

Ultimately, when we deal with context we are dealing with lan-
guage in use. If a theoretical approach is concerned with language
in use then that theory will share something in common with
other theories concerned with language in use. If we consider
the functional motivation of different approaches then, to some
extent, regardless of the terminology used it is possible to map
across different approaches. As long as the broad underlying
theoretical principles are not in outright conflict with each other,
then different models of context simply represent different views
on the same problem.

While it has never really been out of focus in research, context
has been in and out of fashion. Research into context has seen
somewhat of a resurgence over the last few years and it may be
that the years to come will see a similar growth. At the theoretical
level an area of particular interest is the relationship of contextual
descriptions to language variation on other strata and how this
connection is made in an explicit way. This relationship between
the unfolding process (GSP) and the situational descriptors is
also an area that deserves further investigation. In particular, it
is very interesting to consider the potential for different phases
in a social process to represent different contextual settings and
even to be defined by them. An area that has received much
attention in the past and deserves to receive more in the future is
consideration of the dynamic aspects of context. This area gains
new urgency with new technologies and increased take up of
these technologies by many sectors of the community.

With the growth in consideration of multimodal issues, there
has been an increased interest in the role context plays in meaning
making in multimodal environments. Future research may see a
growing interest in areas such as material situational setting and
the role that this plays in how we understand a social process and
interact in it. We are only just begining to understand the role
touch plays in meaning making and our cognitive development
and this is an area that deserves more research attention.

As it was in the past, with researchers such as Malinowski, the
future of research into context may well be driven by those who
need it most. The imperative for a researcher who really needs



220 conclusions

to find an answer will always be stronger than for the merely
curious observer.

“We must learn to take joy in the larger freedom of loy-
alty to thousands of subtle patterns of behaviour that we
can never hope to understand in explicit terms. Complete
analysis and the conscious control that comes with a com-
plete analysis are at best but the medicine of society, not
its food. We must never allow ourselves to substitute the
starveling calories of knowledge for the meat and bread
of historical experience. This historic experience may be
theoretically knowable, but it dare never be fully known in
the conduct of daily life.” Sapir (1928/1999:172)



Part IV

A P P E N D I X
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A P P E N D I C E S

a.1 appendix: context networks

Context networks developed by Butt (1999/2004) based on Hasan
(1999). The text in the tables provides elaboration of the categories
set out in the networks.
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Written-like

2

Spoken-like

3
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4

MEDIUM Choreographic-movement

E 5.1

5 Phased density

Wave 5.2

Phased intricacy

6.1

6 As fixture

Constant 6.2

As fluid

3 Face to Face  

Real Time 3.2

(Electronic) 

Carried 4.1.1

4.1 Edited

Intervened 4.1.2

4 Acted

Mediated 4.2.1

4.2 Delayed

Disrupted 4.2.2

Re-ordered

5

Singular 6.1

6 Overlaid

Multiple 6.2

Sequential



Alphabetic

1.1.1 1.1.1.2

Orthographic Syllabic

 1.1 1.1.1.3

Mono Ideographic

1.1.2

 Non-Orthographic 1.2.1.1

By Letters

1.2.1 1.2.1.2.1

 Scripted Characters

 1.2.1.2 1.2.1.2.2

 Glyphic Kana'

 1.2.1.2.3

1.2.2 Pictographic

1.2 0 1.2.3.1

1 Mixed 1.2.3 Pictured 1.2.3.2.1

GRAPHIC Eidetic 1.2.3.2 Standardised

Iconic 1.2.3.2.2

Improvised

1.2.4   

1.3 0

Handwritten (ie 

Personal) 1.4.1  

1.4 Printed

Typed 1.4.1  

Pixeled

 2.1.1  

Non-Linguistic

2.1 2.1.2  

Human Proto-Linguistic

2.1.3

Linguistic 2.2.1.1

2.2.1 Humanoid

Speech like 2.2.1.2

Babble

2 2.2 2.2.2.1.1

PHONIC Machined 2.2.2.1 Ordered

  Noise' 2.2.2.1.2

2.2.2 White Noise
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a.2 appendix: data from the met project

Transcript of a single recording of a medical emergency team call.
The transcript was made using ELAN and is based on 4 videos
documenting the encounter.
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a.3 appendix : ventola’s flow chart representation

Flow chart representation of context from:
Eija Ventola: A Systemic Approach to the Semiotics of Service
Encounters –The Structure of Social Interaction. Frances Pinter
(Publishers), London, 1987.
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Abstract One of the challenges for ambient intelligence is to embed technical arte-
facts into human work processes in such a way that they support the sense making
processes of human actors instead of placing new burdens upon them. This success-
ful integration requires an operational model of context. Such a model of context
is particularly important for disambiguating abstract concepts that have no clear
grounding in the material setting of the work process. This paper examines some of
the strengths and current limitations in a systemic functional model of context and
concludes by suggesting that the notions of instantiation and stratification can be
usefully employed.

1 Introduction

The exhibition of intelligent seeming behaviour is necessary for an artefact to be
considered intelligent. Intelligent seeming behaviour is generally considered to be
behaviour that is contextually appropriate. An ability to accurately read context is
important for any animal if it is to survive, but it is especially important to social
animals and of these perhaps humans have made the most out of being able to read
context, where such an ability is tightly linked to reasoning and cognition [1].

The necessity of exhibiting some kind of intelligent behaviour has lead to the
developments jointly labelled as ambient intelligence [2]. But to successfully create
intelligent artefacts, the socio-technical processes and their changes through the use
of mediating artefacts have to be examined more closely. This paper focuses on
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how a social-semiotic theory of language, in which context is seen as integral to
understanding communication, can be usefully employed in ambient intelligence.
Ambient intelligence and its requirements from semiotics is further discussed in
section 2 below.

Semiotics, or the study of sign systems, is here examined using a systemic func-
tional model (see section 3). Systemic functional linguistics is a social semiotic
theory of language which treats all behaviour as meaning bearing. This includes the
behaviour of non-human participants and is oriented to the shared rather than the
unique aspects of sign systems. The relationship between semiotics and ambient in-
telligence is outlined in section 4 below. In this paper we discuss how a systemic
functional approach to semiotics is valuable in defining abstract concepts, see sec-
tion 5. Abstract concepts, or concepts which have no direct referent in the material
setting, are an important part of the mental tool set for humans. They allow us to
transcend the here and now by providing us with a shorthand for complex events
or complex sets of ideas. Despite this benefit, they do represent a challenge for
modelling within ambient intelligence. Because they lack a clear material referent,
abstract concepts are difficult to disambiguate and respond appropriately to. We pro-
pose that a systemic functional model of context will be beneficial in understanding
abstract concepts.

We conclude this paper by pointing to future work in this area. For example,
while we have focused on devices designed to interact closely with a single user,
humans typically interact in groups, so it will be necessary to consider the impact
of this for environments where not all users share the same meaning system.

2 Ambient Intelligence

In understanding human cognition and reasoning, disciplines such as neuroscience,
psychology, sociology, linguistics, and philosophy have had to take a stance on con-
text as a concept. Setting aside the more mechanistic views taken on reasoning,
which typically need not consider context at all, positions on context tend to fall
into two broad domains: those who see context as vast and unable to be coded and
those who view some form of generality and coding as being possible.

For social and practical reasons, historically, AI has drawn heavily from formal
logic. For example, one of the benefits of such models was that they were compara-
bly easy to implement. Formal logic is concerned with the explicit representation of
knowledge and places great emphasis on the need to codify all facts that could be of
importance. This focus on knowledge as an objective truth can be traced back to e.g.
the logic of Aristotle who believed that at least a particular subset of knowledge had
an objective existence (Episteme) [3]. This view contrasts with that of, for example,
Polanyi, who argues that no such objective truth exists and all knowledge is at some
point personal and hidden (tacit) [4].

The total denial of the existence of an objective truth is problematic, since con-
sequently there can exist no criterion to value any representation of knowledge. We
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can contrast this with the view of Kant, who regards the accordance of the cogni-
tion with its object as being presupposed in the definition of truth [5, p. 52]. Going
further, he makes clear that a purely formal and universal criterion of truth cannot
exist. He foregrounds the dialectic relation between the formal logic and the ob-
jects to which this logic may be applied and which are given through intuition. Such
a dialectic approach overcomes the conceptual difficulties outlined above, but the
consequences for computational models are not easily accounted for.

Context does not fit very well with the strict logical view on how to model the
world. However, an extrememly personal and unique account of context serves lit-
tle purpose in attempting generality. Context is, after all, a shared and very elusive
type of knowledge. Despite the fact that humans can quite easily read context, con-
text is hard to quantify in any formal way, and it is difficult to establish the type
of knowledge that is useful in any given situation. Ekbia and Maguitman argue that
this has led to context being largely ignored by the AI community [6]. Neither the
relativist nor the formal logic approach to context has been very useful at producing
accounts of context which resonate with the AI community, and, except for some
earlier work on context and AI, Ekbia and Maguitman’s observation still holds.
Systemic-functional linguistics as described in the following section employs a di-
alectic view on context, and therefore avoids the pitfalls of the formal logic as well
as the relativistic approaches.

3 Semiotics

Understanding meaning making and meaning making systems is the domain of
Semiotics. Semiotics is commonly understood to be the study of sign systems and
we here make use of systemic functional linguistics which is a social semiotic[7].
Semiotics itself has a long history and its use in computer science is not new, even
if not extensive. However, it is not our intention in this paper to review the body of
work surrounding semiotics though we are mindful of the impact of this work on the
field today, in particular the work of Saussure [8], Peirce [9] and Voloshinov [10].
For a comprehensive account of semiotics as it is applied to computing we recom-
mend works such as Gudwin and Queiroz [11] (in particular Bøgh Andersen and
Brynskov [12] and Clarke et al. [13]) as well as de Souza [14]. The intelligent arte-
facts that we consider in this paper are an integral part of social interaction. They
change the sense making process on the side of the human users as well as their
own functioning as signs (contextualised by the users). Ideally, the artefact should
be able to adapt to its use and user, and the means for this adaptation will have to be
laid out by the designers.

In this research, we have used the social semiotics outlined by Halliday (see for
example [15] and [16]). Halliday combines the strengths of the approaches of Saus-
sure, Pierce, and Voloshinov. He brings together the tradition of relational thinking
from Saussure, the understanding that different modalities have consequences for
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the structure of meanings from Pierce, and from Voloshinov, the insistence that the
sign is social.

Halliday’s Systemic Functional Theory of language (SFL) is a social semiotic
theory that sets out from the assumption that humans are social beings that are in-
clined to interact [15]. In this paper we examine the value of the SFL notion of
context, which views context as all the features of a social process relevant to mean-
ing making. These features are organised into 3 core parameters of context: Field,
Tenor and Mode, where field is “the nature of the social activity. . . ”, tenor is “the
nature of social relations. . . ”, and mode is “the nature of contact. . . ” [17]. Con-
text, in SFL is one of four linguistic levels (see below), which are related realiza-
tionally rather than causally, meaning that patterns on one level both construe and
construct patterns on another level. Halliday manages the complexity of language
by modelling it as a multidimensional system. The most crucial dimensions of this
multidimensional system for our purposes are: stratification and instantiation. We
examine how these key notions of SFL make this model of context valuable for AI.
Focusing in particular on the notion of instantiation.

Stratification: Halliday uses a stratified model of language that incorporates the
levels of the expression plane (including sound systems – phonetics and phonology,
gesture, pixels etc.), lexicogrammar (lexis/grammar – or wording and structure), se-
mantics (the meaning system) and context (culture and situation – elements of the
social structure as they pertain to meaning). Description on each stratum is func-
tionally organised into systems.

Instantiation: Halliday uses a tripartite representation of language, which has
language as system, language as behaviour and language as knowledge. Language
as system encapsulates the abstract structure of language. This accounts for the reg-
ularised (though changeable) patternings that we see in language. It is this regular-
ity that makes prediction and a certain degree of formalism (at least of a functional
nature) possible. Language as behaviour looks at the activity of language, while lan-
guage as knowledge looks at the way in which we know language. But we do not
do these things independently. We do not know language as a set of abstract rules.
Rather we know language in the sense of knowing how to use it, in the sense of
knowing how to communicate with others [15]. In practice these things occur to-
gether. When we try to build a device, it is language behaviour and knowledge that
we face, yet it is the seemingly inaccessible system that we need to encode in order
to produce intelligent seeming behaviours and knowledge in the device.

The concept that encapsulates this problem is what Halliday calls the cline of
instantiation. This is a way of looking at the relationship between System (which at
the level of context means the culture) and Instance (which at the level of context
means the situation that we are in). This is represented in figure 1. Here we see in
the foreground the system view of language, and its grounding in the instance.

The formalization of a level of context as part of a polysystemic representation of
language has long been emphasized in the work of systemic functional linguists, es-
pecially Halliday and Hasan [18]. It is the dialectic approach of systemic functional
linguistics which avoids the problem of vastness and that of uniqueness.
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Fig. 1 The dimensions of language – Halliday and Matthiessen

Instances that share a similar function, e.g. instances of ward rounds in hospitals,
typically share a similar structure. Halliday refers to these situation types as registers
and they represent a functional variety of language [16]. The value of register is that
we do not have to describe everything. Register can be thought of as an aperture
on the culture. So, we are not faced with the full complexity of the culture. This
does not mean that we do not keep the culture in mind. Any picture of a part of the
system necessarily has the full system behind it. With register we set out from the
instance, but keep in mind that each instance is a take on the system. Our notion of
what constitutes an instance is shaped by our understanding of the culture/system.
So, although Halliday represents the relationship between system and instance as a
cline of instantiation, it is probably best understood as a dialectic since the two are
never actually possible without each other. Register does not so much sit between
system and instance, as it is a take on system and instance at the one time. It is the
culture brought to bear on the instance of the social process.

For ambient intelligence, this means that we are not faced with the unhelpful
uniqueness of each instance, because we are viewing it through the system and
therefore foregrounding the shared aspects. Neither are we confronted with the
seemingly impossible task of transcribing the infinity of culture, because we are
viewing the culture through the aperture of the instance.
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4 Semiotics in Ambient Intelligence

In this section, we will give our basic understanding of how semiotics can be used to
understand the peculiarities of user interaction with ambient intelligent systems. The
basic concept of the chosen interpretion of semiotics is the sign, a triadic relation of
a signifier, a signified, and object. We look at the process of sense-making, where a
representation (signifier) and its mental image (signified) refer to an entity (object)
(the meaning of a sign is not contained within a symbol, it needs its interpretation).

On the background of semiotics, meaningful human communication is a sign pro-
cess. It is a process of exchanging and interpreting symbols referring to objects. The
user of a computer systems sees his interaction with this system on this background.
When typing a letter, he does not send mere symbols, but signs to the computer, and
the feedback from the machine, the pixels on the screen, are interpreted as signs: to
the user, the computer is a “semiotic machine”. The question that arises is whether
a computer is actually itself taking part in the sense making process.

On one hand, following for example Kant, human understanding has as a neces-
sary constituent the ability to conceptualise perceived phenomena through an active,
discursive process of making sense of the intuitive perception [5, p. 58]. Following
this understanding, computer systems are only processing signals, lacking the neces-
sary interpreting capabilities humans have. They only manipulate symbols without
conceptualising them.

On the other hand, we can take a pragmaticist approach, following for example
Peirce and Dewey, and focus not on whether the machine is itself a sense maker,
but on how its use changes the ongoing socio-technical process, and whether it can
mediate the sense making process. From this point of view, the computer can be a
sense making agent if its actions are appropriate in terms of the user’s expectations.

Both approaches lead to a change in the issues we deal with when constructing
an ambient intelligent system. The problem is transformed from one where the issue
is to build a machine which itself realises a sense making process to one in which
the issue is to build a computer thats actions are appropriate for the situation it is in
and which exhibits sufficient sign processing behaviour.

We argue that, in order to make a pervasive, ambient intelligent system that be-
haves intelligently in a situation, it must be able to execute actions that make a
difference to the overall sense making process in a given context. This differs from
the interaction with traditional systems in which case the sense-making falls wholly
on the side of the human user: You do not expect a text processor to understand your
letter, but you expect an ambient intelligent system to display behaviour suggesting
that it understands relevant parts of the situation you are in. When interacting with
ambient intelligent systems, the user should be facilitated to subscribe to the sense
making abilities of the artefacts. We consider the ability of the system to deal with
concepts which have no direct material reference to be important to achieve this
goal.
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5 Abstract Concepts

Abstraction, or the ability to create a more general category from a set of specifics
by whatever principle, is arguably one of the most useful mental tools that humans
possess [19]. Indeed [20] suggests that the abstract categories that form part of our
everyday life and language, are typically below conscious attention and only become
apparent through linguistic analysis.

Such abstraction, though important to human intelligence, presents a challenge

gency’. Emergency has numerous meanings depending on the context in which it
occurs. For the purposes of our discussion we will here limit ourselves to the hos-
pital environment. In the hospital environment, emergency’ has specific meanings
that are distinct from the meanings in other contexts. Not only are there hospital
specific meanings (culture specific), but the meaning varies according to the situ-
ation as well (situation specific). Within the hospital domain the term emergency
may be understood to have two distinct meanings. Firstly, the term may mean the
emergency department of the hospital. This is a concrete concept with a direct ma-
terial referent of a place: the emergency department of the hospital. Drawing on the
notion of stratification, we can see that this concept is typically realized in the lexi-
cogrammar 1

department’).
Secondly, the term may mean an emergency. This meaning of the term is an ab-

stract concept with no direct referent in the material setting, referring instead to a
state. This term is realized in the lexicogrammar by use of a non-specific deictic (e.g.

that is the circumstance, but either time or location.
Our focus in this paper is on the second of these meanings. This meaning, an

emergency, may be understood to refer to a complex set of actions and relations that
constitute an interruption to the normal flow of a social process. This interruption
may be:

• Culture based: deriving from the function of the broader hospital culture, or,
• Context based: deriving from variation within the structure of the social process

itself.

It is this relation between culture based and context based meanings that is explored
below.

gency’ and respond appropriately. They may need, for example, to “be quiet” while

1 This makes use of the relationship between patterns on different levels of language. For details,
see section 3
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for modelling in ambient intelligence. Consider the meanings of the word ‘Emer-

‘

by use of the specific deictic (e.g. ‘the emergency department’), and by
the possibility of using it as a circumstance location spatial (e.g. ‘in the emergency

‘an emergency’) and may, if used in the past tense, use the specific deictic accom-

in F ward’ or ‘the emergency this morning’). Note that here it is not the emergency
panied by a circumstance of location either spatial or temporal (e.g. ‘the emergency

To function intelligently in context, artefacts must be able to recognise ‘emer-

the doctor deals with an ‘emergency’ or they may need to “provide new informa-
tion” needed by the doctor in an ‘emergency’. To account for these complexities,
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a rich, but targeted, description of the culture is needed. To do this we will use the
notions of register and generic structure potential [21] and a contextual model of
language.

In order to establish what emergency means in this context we need to see its
place in the system. That means we need to understand how it fits within the hospital
culture. Understanding the richness of the culture is part of adequately embedding
a device into that culture. Not doing so runs the risk of producing an artefact un-
suited to its purpose and thus unintelligent. Part of what makes something (appear)
intelligent is the ability to read and respond to the context. Context here is not just
the immediate setting of the artefacts, (the context of situation), but the culture of
which that setting is a part. Ward rounds then must be seen from the perspective of
how they fit into the hospital culture. Within the function of the hospital, which is
the restoration of health, the function of ward rounds is to monitor health. Because
it has a ‘monitoring’ function within the hospital culture, it will be possible for the
ward round to be interrupted by ‘emergencies’ from the wider hospital, since the
function of the hospital overrides that of the ward round in terms of urgency.

By understanding the function of the ward round, and its contextual configura-
tion, it is possible to state a generic structure potential for a ward round. A generic
structure potential is a statement of the likely structure of a context. A generic struc-
ture however does not mean that there will not be variation.The notion of a ward
round for example, is itself a functional abstraction2 of all the behaviours, relations,
and communications that go into completing a ward round. We are able to recog-
nise from experience that certain behaviours by different participants, combined
with certain roles and relations (e.g. ward doctor, ward nurse, patient, specialist)
combined with the exchange of certain types of information (receiving information,
requesting information, giving information) together constitute a ward round. None
of these behaviours, relations or communications on their own constitutes a ward
round, the ward round is identified by all of these things together.

Understanding the function both of the hospital within society and the ward
round within that environment, facilitates the construction of a picture of the generic
structure of a ward round and its place within the broader hospital culture. This
enables a better understanding of the likely meaning of abstract concepts such as
‘emergency’. Based on these conceptions of the ward round context, it is possible to
posit the existence of two broad categories of emergency: those constituting an in-
terruption to the ward round (when the hospital culture impinges on the ward round)
and those constituting a change to the ward round (when there is internal variation in
the ward round context). Because the first involves changes to the field (a new topic,
ward, and focus), tenor (very different participants and role relations), it is likely
to require a “new information response”. This is because the field, tenor and mode
settings have changed so much that it is now a new context and will thus require
different information to suit this new context. The second will not involve changes
to the mode or tenor, and only minor changes to the field. Thus it is likely to require
a “be quiet and await query” response. This is because this is not a new context, it

2 Here used to refer to the means by which abstraction is made, i.e. by considering the function of
the behaviour.
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is simply variation within the structure of the ward round. By utilising the notion of
register to limit what we have to consider in the culture, and the concept of generic
structure potential to model a typical view of the situation based on our study of the
instances, we are able to better understand the context of the ward round and how to
model abstract concepts for this context.

6 Conclusion and further work

In this paper we have considerered one of several ways that semiotics can be made
fruitful in ambient intelligence. This research has suggested many areas of future
investigation. In this project we have focused on the individual, but the sign making
process is a negotiated process. It is not simply one meaner that has to be considered.
In any exchange there are always at least two meaners, and more typically more than
two. Multiparticipant communication represents a challenge to modelling. We have
to keep in mind that others may share our conceptualisations and meanings only to
a certain extent. When ambient intelligent systems link different people this is an
important thing to remember. The closer a person is in our social network the more
likely they are to share our meanings, while the further out in our social network
the less likely they are to share meanings. In the hospital environment, ambient
intelligent devices can belong to different groups of users. Should we model them in
a way that the assistant of a nurse is more likely to share concepts with the assistant
of another nurse than that of a physician?

Ambient intelligent systems will have deal with these kinds of challenges. An-
other point to consider is where in the network the system itself sits. What is the
relation of the system to its user? To other pervasive devices? To their users? We are
effectively dealing with a case of dialectal variation. Certain users may find some
signs transparent and others not, while other users may find the exact opposite. If
ambient intelligent systems are used to link people how do they best utilise signs
to do this? This issue becomes very important when health care professionals from
different cultural and language backgrounds have to interact.

Another issue we would like to explore further is the extent to which it is possible
to relate a semiotic approach to ambient intelligent systems design to other socio-
technical theories already in use in the field of ambient intelligence. A promising
candidate is for example activity theory. Bødker and Andersen have outlined some
properties of a socio-technical approach taking advantage of ideas from both theo-
retical frameworks [22], and we would like to extend this to cover specific aspects
of SFL and Cultural-Historical Activity Theory (CHAT). This will potentially ex-
tend the number of projects from which we can borrow findings, meaning a richer
description of the hospital environment.

Another point we have not fully explored yet is the relation of concepts from
SFL with specific methods from the field of artificial intelligence. For example, the
notion of genres in SFL seems to be a likely candidate for knowledge poor lazy
learning mechanisms, while the descriptive power of register might be exploitable

213



Jörg Cassens and Rebekah Wegener

in knowledge intensive or ontology based approaches. A promising candidate to
combine these aspects is knowledge-intensive case-based reasoning.
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ABSTRACT. An operational model of context is particularly important for the successful inte-
gration of new technical artefacts into complex processes. One of the challenges for ambient
intelligence is to embed technical artefacts into human work processes in such a way that they
support the sense making processes of human actors instead of placing new burdens upon them.
This paper examines some of the strengths and current limitations of a systemic functional
model of context. We propose that the dimensions that are relevant to modeling are those that
have the most consequences for meaning. This is explored in a hypothetical hospital scenario.

RÉSUMÉ. Un modèle opérationnel du contexte est particulièrement important pour une intégra-
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1. Introduction

In order for an artefact to be considered intelligent, it is necessary that it exhibits
intelligent behaviour. Typically what is meant by intelligent behaviour is behaviour
that is contextually appropriate. In order to be able to respond appropriately to con-
text it is necessary to be able to read and reason about context. Such an ability is
tightly linked to reasoning and cognition (Leake, 1995). The development of intelli-
gent behaviour in artefacts has come to be known as ambient intelligence (Ducatel et
al., 2001).

The successful creation of intelligent artefacts is enhanced by close examination
of the socio-technical processes and their changes (through the use of mediating arte-
facts). This paper focuses on how a social-semiotic theory of language, in which
context is seen as integral to understanding communication, can be usefully employed
to create ambient intelligence – both in architectural aspects and in intelligent re-
sponse aspects. Ambient intelligence and its requirements from semiotics are further
discussed in section 2 below.

Semiotics1, which is anything viewed from the perspective of how it generates
meaning (see section 4 below), can be helpful in understanding the use of artefacts
and their role in a sense-making process. In this paper we use Systemic Functional
Linguistics (SFL), which is a social semiotic approach. The relationship between
semiotics and ambient intelligence is outlined in section 3 below. We discuss two
ways in which semiotics can be useful, namely: in modelling multimodality2 and in
defining abstract concepts3. These will be discussed in section 5 below.

In exploring these issues, we draw on examples from the hospital domain. We
refer to several existing projects, one of which is working towards the development of
personal digital assistants (PDAs) for medical staff at a hospital. This project involves
building devices that are capable of recognising information needed in a hospital envi-
ronment and providing it. The other projects that we draw on for registerial knowledge
of the hospital domain look at Medical Emergency Teams (MET), systemic safety in
surgical care and treatment consultations with cancer patients4. What unifies these
examples is the necessity for being able to recognizee context and to respond appro-
priately. This leads to two questions: how do we identify a context? And how do we

1. Semeion, originally peculiar to medicine and referring to inference on the basis of some
outward manifestation of state (or signs). Hence the doctor does not require the patient to
provide a diagnosis, but a set of signs (symptoms), which they, as the medical professional,
interpret. It is this idea that is, according to Eco (1984), carried into our modern understanding
of semiotics.
2. Literally, many ways of meaning. Referring here to the interaction between verbal and non-
verbal meaning.
3. Here we refer to concepts that have no clear material basis and are thus accessible primarily
through our linguistic system.
4. Please note that these projects are not discussed in this paper, but the contextual information
gathered for these projects is drawn on to anticipate the likely behaviour in a ward round.



Start Making Sense 3

know what to do in a context? These questions and the hospital domain are further
discussed in section 5 of the paper.

The hospital environment represented in these projects presents an ideal opportu-
nity for examining the importance of semiotics, particularly the contextual concepts
of register and genre as outlined by Halliday (1978) and Halliday et al. (1985). The
significance of these ideas for understanding multimodality and abstract concepts is
also discussed in section 5 of the paper. We conclude this paper by pointing to the
potential for future work in this area. For example, while we have focused on devices
designed to interact closely with a single user, humans typically interact in groups.
Future research might consider the impact of this for environments where not all users
share the same meaning system.

2. Ambient Intelligence

At the core of any ambient intelligent system lies its ability to take account of its
environment, be aware of persons in this environment, and respond intelligently to
their user’s needs and behaviours. Kofod-Petersen et al. (2006) and Yau et al. (2002)
have identified three main aspects necessary to realise the abilities of an ambient in-
telligent system: first, the initial act of perceiving the world that the system inhab-
its; second, being aware of the environment and reasoning about ongoing situations,
(traditionally labelled context awareness); and third, exhibit appropriate behaviour in
ongoing situations (often called being context sensitive).

What constitutes a context is typically defined by the activity taking place. In
this paper, we are considering how intelligent devices can be integrated in the overall
sense-making process during these activities. That is, we consider the communication
processes between the different actors involved, whether human or artificial.

Intelligent computing devices, as additional actors, are construed against the back-
drop of an existing social context. At the same time, like human actors, they bring
their own history and abilities into this social context, thus re-construing the whole
socio-technical process. If intelligent devices are to be useful in a given social con-
text, we have to understand the interdependencies of these relations, and the ways in
which intelligent devices can change and be integrated into the existing communica-
tion processes.

These devices will not simply observe, but will have to actively interact with other
actors. The behaviour of the artefacts will change the situation, and these changes
have to be meaningful and useful for the human actors if the integration of technical
artefacts is to be successful. Therefore, we argue that for an ambient intelligent system
to function, it must be able to reason about its own, as well as other’s ongoing activities
and communications. Ambient intelligence requires more than mere reactive systems.
Deliberation and reasoning must play an important part, and this means understanding
meaning making systems and how they are utilised in context.
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3. Semiotics in Ambient Intelligence

Interaction is a process of exchanging and interpreting symbols referring to ob-
jects. The users of a computer system see their interaction with the system against this
background. When typing a letter, a user does not send mere symbols, but signs to the
computer, and the feedback from the machine, the pixels on the screen, is interpreted
as signs: to the user, the computer is a semiotic machine. The question that arises is
whether a computer is actually itself taking part in the sense-making process.

For philosophers such as Kant, human understanding has as a necessary con-
stituent the ability to conceptualise perceived phenomena through an active, discursive
process of making sense of the intuitive perception (Kant, 1787, p. 58). This poses
problems for computer systems, which are signal processors and lack the necessary
interpreting capabilities of humans. They manipulate symbols without conceptualis-
ing them. However, it can be argued that even mere signal processing units can appear
as sign processors to the human if they sufficiently mimic human behaviour.

The pragmatist approach, by contrast, of Peirce and Dewey, avoids this question
altogether by focusing not on whether the machine is itself a sense-maker, but on
how the machines’ use changes the ongoing socio-technical process. And whether it
can mediate the sense-making process. From this perspective, the computer can be a
sense-making agent if its actions are appropriate in terms of the user’s expectations.

Both approaches change the issues we deal with when constructing an ambient
intelligent system. The problem is transformed from one where the issue is to build
a machine which itself realizes a sense making process to one in which the issue is
to build a computer that displays actions appropriate to the context it is in and that
exhibits sufficient sign processing behaviour.

We argue that, in order to make an ambient intelligent system that behaves intel-
ligently in a context, it must be able to execute actions that make a difference to the
overall sense making process in a given context.5

One important challenge here is posed by the features that allow the system to dis-
play its abilities. This can be described as a communication problem: the system has
to interpret the actions of the user and perceived contextual information in a meaning-
ful way and present results that make sense for the user. This process of sense-making
is highly interactive: if an unclear situation occurs, an intelligent partner in a commu-
nication process asks (meaningful) questions and is able to explain its own actions.
Therefore, it is desirable that the artefacts mimic some abilities usually ascribed to
humans (e.g. explanatory capabilities). Contextually appropriate explanatory abili-
ties are essentially a meaning-making phenomenon. This means that semiotics should

5. Which differs from the interaction with traditional systems in which case the sense-making
falls wholly on the side of the human user: You do not expect a text processor to understand
your letter, but you expect an ambient intelligent system to display behaviour as if it understands
relevant parts of the context you are in.
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be well positioned to assist in understanding how such abilities can be introduced to
artefacts.

4. Semiotics

The intelligent artefacts that we consider in this paper are an integral part of social
interaction. They change the sense-making process on the side of the human users as
well as their own functioning as signs. Ideally, the artefact should be able to adapt
to its use and user, and the means for this adaptation will have to be laid out by the
designers through a process of understanding the semiosis. This is the domain of
semiotics.

Semiotics is the study of sign systems. This means that in semiotics, we consider
anything from the point of view of how it makes meaning (Hodge et al., 1988). This
includes, but is not exclusive to the material situational setting or what we might think
of as the physical environment of the activity that is taking place. It is not our intention
in this paper to review the body of work surrounding semiotics, though we are mindful
of the impact of this work on the field today, in particular the work of Saussure (1966),
Peirce (1904) and Voloshinov (1973). For a comprehensive account of semiotics as
it is applied to computing we recommend works such as Gudwin et al. (2006) (in
particular Andersen et al. (2006) and Clarke et al. (2006)) as well as de Souza (2005).

In this research, we have used the social semiotics outlined by Halliday (see for
example Halliday (1978) and Halliday et al. (2004)). Halliday combines the strengths
of the approaches of Saussure, Peirce, and Voloshinov. He brings together the tradition
of relational thinking from Saussure, the understanding that different modalities have
consequences for the structure of meanings from Peirce, and from Voloshinov, the
insistence that the sign is social.

Halliday’s Systemic Functional Theory of language (SFL) is a social semiotic the-
ory that sets out from the assumption that humans are social beings that are inclined
to interact (Halliday, 1978). In this paper we examine the value of the SFL notion of
context, which views context as all the features of a social process relevant to making
meaning. These features are organised into three core parameters of context: Field,
Tenor and Mode, where field is “the nature of the social activity. . . ”, tenor is “the
nature of social relations. . . ”, and mode is “the nature of contact. . . ” (Hasan, 1999).
Context, in SFL, is one of four linguistic levels (see below), which are related re-
alizationally6 rather than causally, meaning that patterns on one level both construe
and construct patterns on another level. Halliday manages the complexity of language
by modelling it as a multidimensional system. The most crucial dimensions of this
multidimensional system for our purposes are: stratification and instantiation. We ex-
amine how these key notions of SFL make this model of context valuable for ambient
intelligence.

6. Realization is a dialectical relation of construal and construction. It is quite distinct from a
rank scale relation or a causal relation.
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Stratification: Halliday uses a stratified model of language that incorporates the
levels of the expression plane (including sound systems – phonetics and phonology,
gesture, pixels etc), lexicogrammar (lexis/grammar – or wording and structure), se-
mantics (the meaning system) and context (culture and situation – elements of the
social structure as they pertain to meaning). Description on each stratum is function-
ally organised into systems. All levels can be represented as networks of options with
the networks rendering any degree of complexity by combining five primitives:

– or: option between X or Y
– and: option between X and Y
– only if: only if x and y
– both: both X and Y
– iteration: re-enter the system and choose over.

By building in values for probabilities we arrive at a weighted description that is
customised to the ‘typical-actual’ of a given situation type (or register, see below).
Individual situations, roles, or participants can be profiled by their pathways through
the networks and/or by the ensemble of options across the levels that are most typically
invoked (Halliday et al., 2004).

Instantiation: Halliday uses a tripartite representation of language, which has
language as system, language as behaviour and language as knowledge. Language
as system encapsulates the abstract structure of language. This accounts for the reg-
ularised (though changeable) patterning that we see in language. It is this regularity
that makes prediction and a certain degree of formalism (at least of a functional nature)
possible. Language as behaviour looks at the activity of language, while language as
knowledge looks at the way in which we know language. But these are not indepen-
dent. We do not know language as a set of abstract rules. Rather we know language in
the sense of knowing how to use it, in the sense of knowing how to communicate with
others (Halliday, 1978). In practice these things occur together. When we try to build
a device, we are faced with language behaviour and knowledge; yet to produce intelli-
gent seeming behaviours and knowledge in the device it is the seemingly inaccessible
system that we need to encode.

The concept that encapsulates this problem is what Halliday calls the cline of in-
stantiation. This is a way of looking at the relationship between System (which at
the level of context means the culture) and Instance (which at the level of context
means the situation that we are in). This is represented in figure 1. Here we see in the
foreground the system view of language, and its grounding in the instance.

Instances that share a similar function, e.g. instances of ward rounds in hospitals,
typically share a similar structure. Halliday refers to these situation types as registers
and they represent a functional variety of language (Halliday et al., 2004). The value
of register is that we do not have to describe everything. Register can be thought of
as an aperture on the culture. Thus, we are not faced with the full complexity of the
culture. This does not mean that we do not keep the culture in mind. Any picture of
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Figure 1. The dimensions of language – Halliday and Matthiessen

a part of the system necessarily has the full system behind it. With register we set out
from the instance, but keep in mind that each instance is a snap shot of the system. Our
understanding of the culture/system shapes our notion of what constitutes an instance.
So, although Halliday represents the relationship between system and instance as a
cline of instantiation, it is probably best understood as dialectic in relationship since
the two are never actually possible without each other. Register does not so much sit
between system and instance, as it is a take on system and instance at the one time. It
is the culture brought to bear on the instance of the social process.

For ambient intelligence, this means that we are not faced with the unhelpful
uniqueness of each instance, because we are viewing it through the system and there-
fore foregrounding the shared aspects. Neither are we confronted with the seemingly
impossible task of transcribing the infinity of culture, because we are viewing the
culture through the aperture of the instance.

Our elaboration of the linguistic theory is detailed since we are, as we shall see,
looking at ensemble effects. Hence, it is not just one or two areas of the theory that are
relevant. All aspects work together to produce the results. Previously we stated that
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for a device to be considered intelligent it must be able to recognise what context it is
in and be able to respond appropriately. So we are faced with the challenge of building
devices that are capable of recognising the context in which they function, not by client
rule definition, but by sensing the environment and making logical assumptions on the
basis of this information. The challenge here is twofold. Firstly, how do we identify
a context? And given that we are able to identify a context, how do we know what
behaviour is appropriate in that context?

The identification of a context will not be on the basis of a single feature alone,
rather, it will be an ensemble of features. Not all of these features will be equally
valuable in this determination of the context and the establishment of contextually
appropriate behaviour. The features will be weighted for their significance. So for
example the physical setting may be heavily weighted in some contexts but not oth-
ers. Likewise, not all forms of behaviour are equally likely. There is a probabilistic
distribution of likely behaviour in any given context (Hasan, 1996).

5. Exemplum: Hospitals as a site of complexity in signs

Hospitals are an important institutional setting with many layers of complex-
ity. The different kinds of transactions around hospitals produce a large range of
registers/sub-registers or styles of talk and writing which vary according to the social
action being achieved. In an environment which seems so dominated by material and
physical outcomes, a semiotic approach to context prioritises the fact that hospitals
are a network of intense symbolic traffic.

To bring out these dimensions of the context as they pertain to the single register of
‘ward rounds’ we begin with a study by Cassens et al. (2006) which itself exemplifies
a systematic, ethnographic enquiry, though not prioritising the semantic and semiotic
values of the environment7. The data in Cassens et al. (2006) was collected in the
cardiology and gastroenterology wards at St. Olavs Hospital in Trondheim, Norway.
A medical student used a specially designed form to capture the following aspects:

– Location: The room where the situation occurred
– User: The user of the system
– Role: The role of the user
– Present: Other persons present
– Role: The role of each of the persons present
– Patient: The ID of the patient in question
– Time: The time of day
– Source: Information sources and targets

7. Recall here that ‘semantic’ can be used to specify meaning through wording. ‘Semiotic’
encompasses meanings from any source including wordings, diagrams, gesture, location, or
even our ability to infer the purpose of a location from the configuration of furniture.
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– I/O: The direction of the information flow
– Information: Type of information

The situations represented in the cardiology ward are presented in the Table 1
(from (Cassens et al., 2006)).

Table 1. Distribution of observed data for cardiology
Situation AL7 AL9 AL14 OL9

P

Situation AL7 AL9 AL14 OL9 Sum
Pre pre ward 5 5
Pre ward round 7 22 11 26 66
Ward round 7 21 11 26 65
Examination 8 2 9 19
Post work 8 9 13 30
Pre discharge 2 4 6
Heart meeting 1 1 2
Discharge meeting 4 4

Eight different types of situations have been identified in the data set. Four dif-
ferent physicians were observed, where three were assistant physicians (AL7, AL9,
and AL14) and one was a consultant physician (OL9). Beside these, several nurses,
patients, and relatives were present in different situations. Of these situations, we fo-
cus on how the ward round situation might look from a semiotic perspective. We are
primarily concerned with methodological issues in this paper and do not address the
more technical aspects of collecting and fusing sensory information.

5.1. Multimodality

When we enter a new context, we establish that it is a new context by taking
account of the environment. We consider the space we are in, the activities going
on, the people that are involved and how they interact with each other as well as the
different modes of communication being used.

In SFL, all these categories are turned towards their semantic consequences. While
location may have a bearing on the context, location alone does not define the activity
going on. For example, consider the hospital ward scenario. Here, the notion of a
‘ward’ spills out into hallways and other available spaces. A doctor may conduct part
of a ward round in a hallway if beds are positioned in the hallway, or, more typically, in
a wardroom. This difference in setting will have implications for the way the activity
might play out.

The baseline “material situational setting” needs to be distinguished from the so-
cial process or context because the social process (‘ward round’) is not halted by taking
place in a hallway. Context is much more than the setting alone. It is the semantic con-
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sequence that is important. Understanding of a context, then, is multimodal. This mul-
timodality enhances the probability of accurately predicting a context. Multimodality,
or meaning making through many different modes, is a feature of human communica-
tion. When humans communicate, there is a redundancy in the signal process. Human
actors working together to solve a specific goal communicate their intentions and un-
derstanding of the situation by different means. In addition to verbal communication,
they will use a variety of ancillary modes, such as gesture, manuals, books, diagrams
or computerised media. These redundancies are a feature of realizational systems.
Meaning in such systems is distributed throughout the system. An intelligent seeming
artefact will need to replicate this redundancy in both the recognition of and response
to context.

If the setting alone does not define the context, then we need to consider other
aspects of the context. If a patient examination is taking place in a hallway, the set-
ting does not support the activity of examination in the same way that a wardroom
might. A hallway for example, is designed to promote the flow of traffic and is not
coded for conducting a patient examination. It is much more likely that a ward round
examination will be interrupted when it takes place in a hallway than when it takes
place in a wardroom simply because a hallway has a flow of traffic. Here negotiation
of context is pushed onto other aspects of the context such as the activity taking place,
the relation of the people involved and the role of language in the activity.

5.2. Establishing a Generic Structure Potential

Research suggests that if the material setting is an institutional setting it is possible
to state a Generic Structure Potential (GSP) (Hasan, 1996). Institutional settings are
here defined as situations that are multiply (multimodally) coded for context, that
have convergent coding and where language is typically ancillary to the task at hand
(an activity driven context). The GSP is an abstraction that represents the “total range
of textual structures available within a genre” (Hasan, 1996).

The ward round can be considered an institutional context that is defined by the
culture prior to any specific instance that might take place. This means that it should
be possible to state the GSP for this situation and show the way in which instances vary
in their take-up of this structure. As Hasan (1996, p. 52) suggests, “the factors which
motivate the structure are opaque” but they can be said to be generally functional with
respect to the culture. Although it would typically be made on the basis of examination
of many instances, the cultural motivation for the structure of a ward round and its
resultant structure is represented in figure 2.

This statement of the structure or sequence of a context is useful in understanding
what behaviour is likely at each phase of the context. It allows us to be better able
to predict, since meaning will be specific to the culture, the situation and the phase
of the situation. The value of this is explored in the section below by looking at how
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Figure 2. The Generic Structure Potential for a ward round

the abstract concept of emergency might vary in its meaning and hence, the response
required.

5.3. Abstract Concepts

Abstraction, or the ability to create a more general category from a set of specifics
is arguably one of the most useful mental tools that humans possess (Butt, 2006). Use-
ful though this capacity is, it presents an interesting challenge for ambient intelligence.
When confronted with an abstract category, it is not necessarily immediately apparent
for human users by what means abstraction has been made. Indeed Whorf (1956) sug-
gests that abstract categories such as these and the many others that form part of our
everyday life and language, are typically below conscious attention and only become
apparent through linguistic analysis. How then can artefacts have an understanding of
what these abstract concepts8 ‘mean’?

Consider the example of the hospital ward. In the hospital environment, ‘emer-
gency’ has a specific meaning that is distinct from the meaning in other contexts. Not
only is there a hospital specific meaning (culture specific), but the meaning varies ac-
cording to the situation as well (situation specific). To function intelligently in context,
artefacts must be able to recognise ‘emergency’ and respond appropriately. They may
need, for example, to “be quiet” while the doctor deals with an ‘emergency’ or they
may need to “provide new information” needed by the doctor in an ‘emergency’.

To account for these complexities, a rich, but targeted, description of the culture
is needed. To do this we will use the notions of register and generic structure po-
tential (Hasan, 1994) and a contextual model of language. In order to establish what

8. Recall that abstract concepts refers here to concepts that have no direct foundation in the
material setting.
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emergency means in this context we need to see its place in the system. That means
we need to understand how it fits in the hospital culture. Understanding the richness
of the culture is part of adequately embedding a device into that culture. Not doing
so runs the risk of producing an artefact unsuited to its purpose. Part of what makes
something (appear) intelligent is the ability to read and respond to the context. Con-
text here is not just the immediate setting of the artefacts, or the context of situation,
but the culture of which that setting is a part.

Consider the meaning of ‘emergency’ for a ward round. The notion of a ward
round is itself a functional abstraction9 of all the behaviours, relations, and commu-
nications that go into completing a ward round. We are able to recognise from ex-
perience that certain behaviours by different participants, combined with certain roles
and relations (e.g. ward doctor, ward nurse, patient, specialist) combined with the
exchange of certain types of information (receiving information, requesting informa-
tion, giving information) together constitute a ward round. None of these behaviours,
relations or communications on their own constitutes a ward round, indeed, they are
each necessary parts of other hospital functions as well. The ward round is identified
by all of these things together. By studying many instances we arrive at a ‘typical’, or
a generic structure potential for a ward round. A generic structure does not mean that
there will not be variation.

In order to make artefacts capable of dealing with change, ward rounds must also
be seen from the perspective of how they fit into the hospital culture. They are a part
of the function of the hospital, which can be said to be the restoration of health. The
function of ward rounds in the hospital culture is to monitor health. Because it has
a ‘monitoring’ function within the hospital culture, the ward round will be able to be
interrupted by ‘emergencies’ from the wider hospital.

By building up a picture not only of what a ward round is, but also of how it
fits into the broader hospital culture, we are better able to see its function, and thus
what the meaning of ‘emergency’ is likely to be in this situation. There are two broad
categories of emergency: those constituting an interruption to the ward round (when
the hospital culture impinges on the ward round) and those constituting a change to the
ward round (when there is internal variation in the ward round context). Because the
first involves changes to the field (a new topic, ward, and focus), tenor (very different
participants and role relations), it is likely to require a “new information response”.
This is because the field, tenor and mode settings have changed so much that it is now
a new context and will thus require different information to suit this new context. The
second will not involve changes to the mode or tenor, and only minor changes to the
field. Thus it is likely to require a “be quiet and await query” response. This is because
this is not a new context, it is simply variation within the structure of the ward round.

This distinction can be made clearer if we consider the semiotic profile of the ward
round as it is partially illustrated in figure 3. While engaged in a ward round, as with

9. Here used to refer to the means by which abstraction is made, i.e. by considering the function
of the behaviour.
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any other hospital activity, information will be received from the wider hospital cul-
ture. Much of this information will be ignored or at least filtered out, for example
hospital public address systems or patient alarms or bells. Personal pagers however
will generally be attended to. If there is a pager call stating that ward 3 room 2 bed
1 is in cardiac arrest, this will constitute an emergency. This meaning of emergency
will not share any of the elements of structure with a ward round apart from iden-
tify (something that is clear from the pager message). Signs indicating emergencies
of this kind will come from outside the immediate environment and hence typically
through a mediated mode. The response required here from the device is to seek new
information because every part of the context is changing except the user of the device.

By contrast, if during the assess or consult phase it is noticed that vital statistics
are abnormal (reading numeric signs and interpreting them), that the patient is not
responding to discourse (reading bodily indexical signs), and that they are reported
as being critical by other staff or even family members (reading symbolic signs) this
will constitute an emergency. Even though the physical event may be the same, a
patient going into cardiac arrest, the response required is quite different. In this case,
the participants remain the same, the general structure remains the same (although it
will have an extra element – administer treatment) and the mode of communication
is the same. This will cause variation to the structure of the ward round, but it will
not change it dramatically. Sensing this as an emergency may be much more difficult
for a device, but it is important that it be able to as the response is quite different. If
we look down to the semantics, the meanings will very quickly change to a mix of
requesting information and requesting goods and services. Goods and services is not
something that the device will be able to provide. It is designed to convey information,
not to revive a patient. Hence, the required response is to await specific queries from
medical staff.

We can see then, that contexts can be described in terms of chain and choice since
every element in the chain bestows different values or choices. When chain and choice
are aligned across the different levels (strata) of context, semantics, lexis and grammar
(lexicogrammar). This produces a semiotic profile.

In this cross stratal profile, meaningful patterns of chaining (sequence) and of
choice (element) can be established on a number of levels: context, semantics, lex-
icogrammar and expression (phonology/graphology). It is crucial that patterns of dif-
ferent levels of abstraction are not conflated, but are viewed as linked by realization.
This brings out the fact that a parameter in the context can be signalled by a number
of utterances in words and grammar because, despite the differences in the wording,
the utterances all have similar semantic “values” for that context. What is crucial is
the value that something holds in the unfolding of an activity.

A semiotic model permits us to select and narrow down the task to the specific
conditions of a context and its meaning requirements (its register), while still achiev-
ing a very high degree of discriminations in its detail. This comes about because of
the stratification and the networks (or maps of choices), which allow the model to
focus on the typical pathways those sequences of choices that reflect the probabilities
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Figure 3. A semiotic profile for a ward round

defining the register. Variation in language is principled and systemic. A semiotic
approach tries to be as explicit as possible about the relevant systems and the proba-
bilities with which certain patterns of choice can be associated with particular points
in the unfolding of the context.

6. Conclusion and further work

In this paper we have considered two of several ways that semiotics can be made
fruitful in ambient intelligence. We have discussed how the notion of multimodality
of signs can be utilised to define several channels through which information can be
delivered to the user. We have further outlined how the notion of abstract concepts
and the use of the analytical tool of register can help us to avoid an Althusserian trap
of the last instance (Althusser, 1962) in our modelling efforts.

Systemic Functional Linguistics offers a unified approach to many of the issues in
ambient intelligence. The value of SFL is its stratification of the language system and
its relation of this system to the instance through instantiation. Stratification means
that patterning is allocated to different levels. This is important because it makes
explicit the relationship between different types of patterning. When we hear or see
something as inappropriate, aggressive, moving or pleasing we are relating patterning
across lexicogrammar, semantics and context. This is useful because it allows us
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to establish exactly what constitutes contextually appropriate behaviour in any given
context.

The SFL notion of instantiation, particularly as it informs concepts such as register
allows us to consider what is shared between contexts while keeping in mind that each
instance is a unique take on the system. For this notion to be truly valuable, we suggest
the creation of a shared database of metadata in the form of linguistic analysis. This
would provide researchers with the potential to search for the typical patternings of
contexts which match their own and find the probability of certain meanings or word-
ings in a given context. This is important because it foregrounds the predictive nature
of social interaction. Being able to predict (to a greater or lesser degree) the typical
behaviour in a context is useful for producing contextually appropriate behaviour in
artefacts. Here we have only laid out the process by which such prediction is made,
not the final results that would be produced in such a study. To do this we would need
to see actual examples of the context.

6.1. Future Investigation

While we have focused on the individual, it should be remembered that the sign
making process is a negotiated process, and as such, it is not simply one actor who has
to be considered. In any exchange there are always at least two actors and typically
more than two. Multiparticipant communication represents a challenge to modelling
since others may share our conceptualisations and meanings only to a certain extent.
The closer a person is in our social network the more likely they are to share our
meanings, while the further out in our social network the less likely they are to share
meanings. In the hospital environment, ambient intelligent devices can belong to and
link different groups of users.

It may prove beneficial to consider whether we should assume similarity on the
basis of institutional role, (and hence model the assistant of a nurse as more likely to
share concepts with the assistant of another nurse than that of a physician) or whether
we need to consider the effect of social distance as well (where staff who work together
on a regular basis might have more in common regardless of role). It might be useful
here to consider the relation of the system to its user and to other pervasive devices and
to their users. If ambient intelligent systems are used to link people then we need to
consider how they can best utilise signs to do this. This issue becomes very important
when health care professionals from different cultural and language backgrounds have
to interact.

Another issue we would like to explore further is the extent to which it is possi-
ble to relate a semiotic approach to other socio-technical theories already in use in the
field of ambient intelligence such as activity theory. Bødker et al. (2005) have outlined
some properties of a socio-technical approach taking advantage of ideas from both the-
oretical frameworks, and we would like to extend this to cover specific aspects of SFL
and Cultural-Historical Activity Theory (CHAT). Similarly, we would like to consider
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the relation of concepts from SFL with specific methods from the field of artificial
intelligence. It would appear on initial observation that the notion of generic struc-
ture potential in SFL might be useful for knowledge poor lazy learning mechanisms,
while the descriptive power of register might be exploitable in knowledge intensive
or ontology based approaches. Knowledge-intensive case-based reasoning may prove
beneficial in combining these aspects.
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Abstract

Truly smart systems need to interface with the behaviour of human and
non human actors in their surroundings. Systems with such interfaces
could prove beneficial in supporting those with non standard commu-
nication practices, the elderly living alone, people with disabilities, and
many others. While the benefits are clear, the means of achieving true
behavioural interfaces are yet unclear. In this paper we outline how
semiotics helps us to understand behaviour. We show how such an ap-
proach may be put to use in modelling the intention to walk through
a door. We begin by outlining the semiotic approach and then discuss
the behaviours which need to be described to model intention. We also
discuss how this varies according to context and suggest the potential
for a more general model of behaviour.

1 Introduction

The emergence of research areas such as ubiquitous computing [1], pervasive
computing [2], ambient intelligence [3], and most recently everywhere computing [4]1

has given artificial intelligence methods and techniques a renaissance. While the goal
of such areas of study is often to build intelligent artefacts that approximate human
behaviour, the underlying processes which characterise human behaviour are often
ignored. Instead, many ambient intelligence scenarios assume a lot of common-sense
reasoning and elaborate problem-solving where the particularities are either ignored
or just assumed as a black-box.

To realise the abilities of an ambient intelligent system, three main areas of
responsibility can be identified [5]: first, the initial responsibility of perceiving
the world that the system inhabits; second, the responsibility of being aware of
the environment and reason about ongoing situations, which traditionally has been
labelled as context-awareness ; and third, exhibit appropriate behaviour in ongoing
situations by being context-sensitive [5, 6].

The ability of being context-aware, and in a broader sense, situation-aware [7],
is arguably the most important aspect of these systems. Without an assessment of

This paper was presented at NAIS-2009; see http://events.idi.ntnu.no/nais2009/.
1
Although all these terms can be viewed as synonyms, a particular term typically indicates a

particular perspective, e.g., a physically distributed system perspective vs. a functional-oriented

service perspective. The term ambient intelligence will be used consistently throughout this text.



an ongoing situation the ability to assist in implicit or explicit problem-solving by
an ambient intelligent system is hardly possible.

As ambient intelligent systems are characterised by being able to perceive their
environments, be aware of the presence of people and other agents, interpret their
own role in that context, and respond intelligently to one or more agents’ needs
[8], the intentions of human partners in ambient systems are of utmost importance.
However, very often human behaviour is left out of the equation and reduced to a
single correlation that is taken to be a causality. For example, with automatic doors,
being within a certain defined proximity to a door is taken to imply the intention of
going through the door. While this is often a good approximation and will work well
in most instances, it does not explain the relationship between the behaviour and
the intention. Understanding human behaviour is important for creating intelligent
artefacts that are able to understand behaviour across contexts.

Interpretation of human intention is by no means an easy task. Interpretation is
based on the reading and understanding of human behaviour and includes gesture
and facial expression. However, these are highly complex and meaning here often
emerges from an ensemble of a great many di↵erent elements. Not only does
assessing human intention include many technical challenges with regard to sensing
human behaviour, it also poses interesting challenges when modelling. Modelling
behaviour of this complexity relies on establishing some crucial boundary conditions
and parameters. The work presented here approaches modelling of human behaviour
by employing a semiotics perspective, in particular a Systemic Functional Linguistic
approach to semiotics.

2 Motivation: modelling space and behaviour as

meaningful by using semiotics

Humans can be considered to be social beings who are inclined to interact. As such,
most people, regardless of intellectual ability will acquire some form of symbolic-
linguistic communication [9, p. 411]. As Bateson [10, p. 244] asserts, all biological
systems are capable of adaptive change, which takes many forms according to the
size and complexity of the system under consideration. It may be that the prime
means of communication in humans, as in other primates, is behaviour, and in
the absence of verbal communication, individuals will adapt and find new ways to
communicate in a given context, often relying more heavily on behaviour.

In situations where verbal communication is not possible behaviours will often
be read as meaning bearing and made to carry a significantly greater portion of
the meaning load2. Situations where this is more likely include group homes for
people with disabilities, communicating with people with a disability who exhibit
challenging behaviour, and independent living for the aged, although many other
situations meet these criteria. Behaviours such as our daily routines, movements,
gestures, facial expressions and posture may all carry crucial information that can
help provide a safer living environment and facilitate communication.

Communication is here defined broadly as the making of meaning within a social
context. Clearly in contexts where natural language is not an option or is ine↵ectual,
individuals will use other resources to convey meaning. This is particularly the

2
Meaning load here refers to the amount of work a modality has to do in a context e.g. the

written mode in a book carries the entire meaning load compared with a lecture where the written

mode carries a much lighter load.



case for individuals with severe intellectual disabilities and poor language ability.
All behaviour has a semantic orientation and although behaviours di↵er in their
consequences and intent, they all carry meaning. As such, they can be studied
using approaches such as Systemic Functional Linguistics [11, 12, 13] which, by
already including behaviour as a potential meaning making option, can combine
behaviour with other modes of communicating such as verbal or signed language,
space, architecture and written text to name but a few3.

Semiotic foundations: Systemic Functional Linguistics

Systemic functional linguistics is a social semiotic approach to meaning making
that sets out from the assumption that all behaviour is potentially meaning bearing
and can be treated as communicative [14]. Taking a functional perspective on
language, SFL arranges the resources of language around three broad functions
or metafunctions: experiential, interpersonal and textual. We focus here on the
interpersonal resources of behaviour because we are interested in how we use
behaviour to engage others. It also has a stratified approach to language and
thus divides description into layers of abstraction including the expression plane
(phonetics), phonology, lexicogrammar, semantics and context. Context in this
approach can be defined as what is necessary to understand what is going on and
has been treated as a triple of Field, Tenor and Mode [13]. Field refers to what
is going on, Tenor to who is involved and how they are related and Mode to the
organisation of the interaction [13].

If we think of semantics as meaning potential or “what the person can mean”
[14, p.72], then it is possible to see behaviour as semantic since there is a set of
behaviours that are at the disposal of the individual within a particular context.
While this patterning is specific to the individual and the social context, there is a
limit to how truly individual it can be in most social contexts if the intention is to
share meaning. After all, to share meaning you must share the code. This means
that it should be possible to model the meaning potential available in a particular
context.

Because communicating is multimodal, the internal state of an individuals
intention will not always be signalled entirely by behaviour in any given social
context. Signs occur with other signs and behaviours work together in patterns
to create meaning in a specific context in much the same way that the rhetorical
device of metonymy4 works in a text [13, p. 10]. The task in modelling intention
in any situational setting is to find the behaviours or patterns of behaviours which
carry the most significant meaning in the context.

Firkins [15] sets out some of the challenges for an analyst treating behaviour as
meaning bearing. Firstly, behaviour needs to be seen as part of the interaction that
is occurring (a dialogue). Secondly, analysis needs to build on the assumption that
the interaction will be multimodal with the relative contributions of linguistic and
behavioural forms of expression being context dependent. Thirdly, the boundary
conditions for analysis need to be defined, suggesting that the interaction must have
some form of cohesion which binds it together. Finally, analysis needs to consider
the behaviour as being goal directed and therefore aimed at impacting on other

3
Although the theory leaves space for the integration of these modalities this does not imply

that the modalities themselves have been theorised or that their integration is without problems.

4
Calling something not by its own name, but by the name of something associated.



participants involved in the interaction.
While it is di�cult to find theoretical accounts which have succeeded in

addressing all these concerns, several useful models have emerged which provide
a strong basis for developing analysis of behaviour. One such model is established
by Martinec [16]. Martinec suggests that behaviour has many of the same functional
foundations as language and can thus be treated in much the same way. The value
of this is that it can then be mapped into a more complete model of semiosis which
includes other modalities providing a common metalanguage or ontology between
di↵erent modes of communication.

In researching behaviour during surgery, Moore [17] adapted Martinec’s [16]
model to account for some of the variability that occurs in such settings. He suggests
that certain measures of body alignment and proximity, together with visual target,
can be taken to realise certain interpersonal meanings, specifically, various levels of
engagement. These meanings Moore suggests, are context dependent and the values
which signal meanings in one context will not necessarily be the ones which signal
the same meanings in another context. However, variation does not mean that there
is random variation, on the contrary, the contextual variability is highly predictable
and it is this predictability that makes it useful for the current study.

Modelling behaviour in Context

How behaviour creates meaning and how we assign meanings to behavioural acts of
expression is significantly related to situation and context. Meaning is constituted
in the interaction between the behavioural sign and its function within a context.
The context is not simply the environment of use; it contains the factors essential to
the interpretation of meaning. Essentially each social context potentially presents
opportunities for interactants to use both language and behaviour to create meaning.
It is therefore important to see expressive action as part of context and not as the
product or e↵ect of context. The behaviour sign only has meaning through its
interaction with context. We can only assign meaning to behaviour through its
interaction with the context in which it is embedded. If we are to find meaning
in behaviour we primarily look to the dynamic relationship between the unfolding
interaction and the context. Context goes beyond simply the immediate antecedents
of the behaviour or the consequence.

We assign meaning to behaviour through observing closely the Field, Tenor
and Mode of the behaviour in interaction. Hasan [18] argues that these elements of
context are applicable for all interactions and cannot be ignored by the Interactants.

Scheglo↵ [19] suggests for each enquiry into interaction, we need to consider what
represents relevant social context. In other words, what serves as context – whose
orientation to context is the consequential and warrantable one for an analysis of
meaning? Scheglo↵ also asks a series of important questions relevant to the use of
situation as a background to the interpretation of meaning, the connection between
the sign and its interpretive situation [20]. Principally, how should we formulate
context or setting that will allow:

1. to connect to the theme or social structure,

2. that will do so in a way that takes into account not only the demonstratable
orientation of the participants



3. but will also allow us to make a direct ‘procedural’ connection between the
context so formulated and what actually happens in the interaction and

4. to eliminate aspects that do not actually inform the production and grasp the
details of its conduct [20, p. 112].

According to Scheglo↵ we need to show the characterisation of setting or context
in which the interaction is occurring and to demonstrate how this is relevant for the
parties. By showing how that aspect is demonstrably relevant to the parties we are
able to see how it may therefore be procedurally consequential to the interpretation
of meaning. What aspects of context and situation adds to an understanding of how
the interaction proceeded in the way it did and came to have the trajectory that it
ended up having [20].

3 Modelling intention: automatic sliding doors

When you watch Star Trek you will notice that the doors on the Enterprise are
automatic and open whenever somebody wants to go through them. The scene
which caught our attention showed the first O�cer, William Riker, walking towards
the door but turn in response to a question from Captain Picard and then stand
and talk within a proximity that would otherwise have triggered the doors to open.
Even though the first o�cer was “near to the doors”, they did not open until after
the conversation had ended and Riker showed some intention of going through the
door. The crucial point to note here is “intention to go through the door”. The
doors do not open and close simply on the basis of proximity as is typically the case.
There is an important di↵erence between activating simply because “he is near the
door” and activating because “he is near the door and wishing to go through it”.

Intention is something which is dynamic and emergent from interaction rather
than a static and predetermined feature of interaction, thus, intention can be
considered context sensitive. Because of this, we have not attempted to model
intention as a general or context free concept, rather, we have modeled it as
dependent on the context. As such, we are modelling intention to walk through
a door rather than intention in general. We suggest that the model of intention set
out here may be generalisable to contextually similar situations such as waiting for
a bus or train or engaging in an interaction or sales encounter.

The test case of automatic sliding doors was chosen specifically because of its
rather restricted behavioural set and because the link between behaviour, intention
and outcome is much clearer and simpler than in other typical, but more complex
situations. The doors either open appropriately or they do not. Despite the possible
energy saving benefits of having doors respond to intention, we are in no way
suggesting that automatic doors should respond to intention. On the contrary,
the volume of people using automatic doors based on proximity daily without much
of a problem suggests that using proximity is a good approximation of intention to
go through a door. In fact, it might very well be argued that standing in a doorway
to have a conversation is a dis-preferred choice and one which doors opening might
discourage. This response could even be construed as the physical space interacting
with humans to shape their behaviour.

Intention to walk through a door has been chosen as a means of testing the
viability of coding behaviour in such a way that it means something for machines as



Figure 1: Riker, Picard and a door

well as humans. Compared to other forms of human behaviour the behaviours
associated with showing intention to walk through a door are relatively coarse
grained and emerge from very few behavioural features which allow us to test
the model without having to control too many elements. In the section below
we compare the behaviour of people walking through a door with that of people
standing near a door and talking or waiting in order to distinguish the behaviours
which signal intention to walk though a door.

Drawing on Moore’s [17] adaptation of Martinec [16] work, we have focused
on the representation of body alignment, proximity and visual target. These three
features of human behaviour have been associated with the interpersonal function of
communication. That is, they are said to be associated with representing our relation
to others. Of the three, body alignment and visual target typically vary together,
however, particularly when people are moving they will vary independently (as we
often see when people look at something else while walking). It is for this reason
that they are coded separately so that meanings that might be made though visual
target alone are accessible. Because there is an unstable relationship between body
angle and visual target, particularly in this context, we have discarded visual target
as a useful measure and focused on body alignment and proximity. To this we have
added a further measure of dynamism.

Body alignment is made up of a number of di↵erent measures and is made
relative to the origin of interest – in this case, the doors. The point of origin to
which measurements are made relative can of course vary depending on what it is
that we are coding for and this is also the case for proximity. When walking through
a door a person’s body angle is measured relative to the door while those standing
talking in front of a door are measured relative to each other and to the door.



Measurements for body alignment used in this study take the angle of shoulder and
hips to the point of origin. Shoulders and hips are used because each alone can
vary, particularly when people are in motion, however the combined measurement
gives a good indication of the average alignment of the person to the origin. When
showing intention to walk through a door people have their shoulders and hips
aligned approximately square to the door while those engaged in conversation or
waiting typically stand with shoulders and hips perpendicular to the door and in
the case of conversation, square or obtuse to their conversation partner. One of the
options for waiting or talking is to have shoulders and hips square to the door as
they would be for walking through the door but to have visual target away from
door, so that the back to the door. This is one situation where visual target can
be used to discriminate. However, the value of making this discrimination is out
weighed by the other situations where it is unhelpful. This also shows why body
alignment alone can not display intention to walk through the door since front to
door or back to door are not distinguished in such cases5.

To distinguish between front to door and back to door we can use the measure
of proximity and motion. This measure takes the proximity of the person or object
at two points and establishes whether they are static or dynamic and if dynamic in
what direction. This allows us to discriminate between people walking away from
the door and towards the door and those standing with their back to the door.

Go through door

Hanging around

Body alignment

Proximity

Visual target

Motion Shoulder angle

Hips angle

Intention

Meronomy (part-of)
Taxonomy (Is-a)

Figure 2: Intentions and behavioural features

While the meaning of “intending to walk through a door” is very simple it is
clear that already the features necessary to distinguish between possibilities in this
context are quite large although at this point still manageable. It demonstrates
that the intention is displayed as emerging from the features “motion towards” and
“body alignment square to door (or other object of interest)” but with visual target
able to vary and thus not likely to be a reliable measure of intention on its own.

5
There is actually a distinction between the two in terms of the relative angles of the shoulders

and hips given that people walk with slightly angled shoulders and hips and these angles are

reversed between front and back, however the di�culty involved in this calculation is greater than

using another measure to di↵erentiate.



These signs are all signs that humans are able to read. We are all familiar with
watching people’s hips and shoulders to avoid collision when walking in the street
and in fact this very principle has been the subject of a number of prominent studies
such as Go↵man’s studies of behaviour [21]. Consider also the recent collection by
Ingold and Lee Vergunst [22]. These features are also those used by people waiting
for a bus to indicate intention to board as opposed to waiting, conversing or walking
by. We have used shoulders and hips here since there is some cultural variability in
the salience of these in signalling intention.

4 Conclusion and future directions

In this paper we have outlined our underlying communicative approach to modelling
behaviour for machine readability. The theoretical approach to semiotics that we
have taken allows us to combine all forms of communication within the one approach
and to assess how they interact in di↵erent contexts. This should prove useful for
development of an algorithmic form at a later stage.

Martinec [16] has produced a model of interpersonal engagement that has
precise and robust measurements for variability in body alignment and proximity
for contexts such as waiting or casually chatting. Moore [17] has shown that the
particular values and even the behavioural measures themselves can vary from one
social context to another but that this variability is predictable and even useful since
it helps us to move beyond context specific descriptions to see what contexts share.
In future work we aim to describe the variability in measures for intention to walk
through a door and to make these measurements machine readable such that they
are useful for opening a door.

The engineering challenges of making these features machine readable are subject
of future work, however some of the implications can already be seen. Because what
we are attempting to model here is a situation where someone changes his mind and
subsequently holds a conversation at a distance that would trigger a normal door
to open, lead time required to read intention needs to be longer. This means that
the sensor for proximity needs to be set to a greater distance. This also allows more
time for the calibration of the di↵erent measurements that are required.

When coding of these measures are done by humans very rough approximations
are used, particularly if we make these readings while walking on the street or moving
in a space. By machine these measurements can be very precise and response
triggers would need to be set within ranges. When analysing video material of
human behaviour, coding is typically done post production and measurement points
are added to the video by hand by the coder. These points are then compared.
This same process needs to be done automatically and this requires the ability to
identify shoulders and hips on an image. The challenge then is to set response
types for di↵erent combinations of these features. Beyond the local challenges of
coding behaviour is the wider challenge of taking understanding of these behavioural
patterns to other contexts. If we are able to use our understanding of body
alignments used to signal intention to walk through a door to predict behaviour
in other situations such as waiting for a bus or waiting to be served in a queue, then
we may have some evidence for the cross contextual generalisability of the approach
to understanding behaviour.
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INTRODUCTION

Social network services have received a tremendous 
amount of attention in recent years. Internet-based 
services such as Facebook, MySpace and LinkedIn 

have recently emerged and quickly become an in-
tegrated part of many people’s lives. Most of these 
services connect people to other people through 
the use of more or less stable profiles, which each 
user has to fill in and maintain. In addition, recently 
people’s position has been an important parameter. 
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Either explicitly stated by the user in services 
such as Twitter or Facebook, or directly sensed 
though location-based services such as Google’s 
Latitude. These location-aware social network 
services are predicted to be the next generation 
of social network services.

Social network systems that link people to 
people and people to geographical places are 
referred to as P3 systems (Jones & Grandhi, 
2005). P3 systems are divided into two differ-
ent types: people-centered and place-centered. 
People-centered systems typically use absolute 
user location or proximity. Place-centered systems 
typically employ either physical or virtual places 
as their representation. A simple example of a 
people-centered system is one where a user has a 
contact list, and the contacts show up in different 
colors, such as green, yellow and red, depending 
on proximity.

One of the features on many digital commu-
nication channels is the use of iconic signs. The 
most notable of these are ‘emoticons’ which are 
typically ‘smilies’ or graphic representations of 
facial expression. Icons in digital communication 
are used to reflect the sender’s mood or tone of 
communication. Yet, icons are also used as a means 
of conveying information about one’s availability. 
The most obvious example of the former is the 
ironic-smiley (;-)), and for the latter is the avail-
ability traffic light known from instant messaging. 
As an example, Skog (2009) reports on a survey 
among 560 Norwegian users of Facebook aged 
between 15 and 30 years. She demonstrates that 
90% use emoticons when communicating.

The work presented here investigates the use 
of iconic signs to mediate social interaction and 
interpersonal relationships. This case study re-
volves around the FindMyFriends project, which 
is a place-centred location-aware social-network 
service. The use of iconic signs in FindMyFriends 
is investigated by using the SFL notions of speech 
function and context to examine the language 
structures and emergent semantics of interaction 
in smart spaces. Systemic Functional Linguistics 

(SFL) has a stratal representation of language com-
prising context, semantics, lexicogrammar and 
expression, where each of these both constructs 
and construes each other (Halliday & Matthies-
sen, 2004). Meaning then is represented both as a 
strata of language and as emergent from patterns 
of realisation across all strata making it a complex 
systems solution to meaning making.

Importantly for the current purposes, Systemic 
Functional Linguistics (SFL) is also a social se-
miotic theory that sets out from the assumption 
that humans are social beings that are inclined to 
interact (Halliday, 1978). We can think of semiot-
ics as a perspective, looking at anything from the 
point of view of how it generates meaning (Hal-
liday, 1978; Eco, 1984). This results in viewing 
all behaviour, and indeed all artefacts and even 
the environment itself, as potentially meaning 
bearing (Fawcett, 1992). However, as Hasan sug-
gests, “despite overlaps, what can be said through 
the verbal code is not coextensive with what can 
be said through the gazing code or the gesture 
code or the code of dress” (Hasan, 1980). Each 
code carries distinct representational capacities. 
While language has the capacity to transcend 
the present, gesture or gaze need some sort of 
temporal proximity even if this is mediated by 
technology. It can be argued that these codes, and 
in particular gaze, are heavily oriented towards 
interpersonal meanings (Hasan, 1980). To see the 
significance of gesture to interpersonal meaning 
making, it is only necessary to consider the at-
tempts at iconic representation of gesture in the 
form of emoticons.

Variation in semantic potential is not new; 
after all, Bernstein’s (1971) studies showed that 
individuals do not share the same meaning poten-
tial. Not having equal access to the full range of 
meanings in a code is distinct however from the 
code itself having a limited potential. Individuals 
may not have the same access to the code, but the 
code has the same potential whether we access it 
or not. In the situation of multimodality, the codes 
themselves do not have the same potential. This 
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comes out clearly in Hasan’s (2001) discussion 
of decontextualised language.

Context: an SFL Model of Context

The social system of which we are all a part has 
a particularly useful quality for research: “it is, 
typically, presented in highly context specific 
doses” (Halliday, 1974; Halliday, 1978). This 
means that we do not have to deal with the entire 
social system in order to understand the impact of 
the social system on meaning. What we have to 
manage is a description of language in context.

In general, the SFL notion of context views 
context as all the features of a social process 
relevant to meaning making. These features are 
traditionally organized into three core dimensions 
of context: Field, Tenor and Mode, where field 
is ``the nature of the social activity…’’, tenor is 
``the nature of social relations…’’, and mode is 
``the nature of contact…’’ (Hasan, 1999). While 
making use of both field and mode, in this study 
we have focused on tenor and its associated se-
mantic notion of speech function.

Speech Function in SFL

Meaning is our central concern in this study and 
we are interested in the tasks to which users put 
the a (in this case three icons) to which they have 
access. Here we are interested in what Halliday 
and Matthiessen (2004) refer to as language as 
exchange or the interpersonal metafunction. The 
interpersonal metafunction is “language as a mode 

of action” (Halliday and Matthiessen, 1999). We 
can think of this as meaning as exchange where the 
“principal grammatical system is that of MOOD” 
(Halliday and Matthiessen, 2004). Social network 
applications are primarily about exchange and 
the linguistic system that is most relevant to their 
success is the semantic system of speech function. 
Hasan (1996) has elaborated the networks of 
speech function further however here we focus on 
Halliday and Matthiessens’ (2004) representation 
of the basic categories (see Table 1).

Because digital communication is moving 
towards multiple device and application integra-
tion and towards a more multimodal approach, 
new ways of investigating this interaction need 
to be explored along with the interaction itself. 
These two aspects: the digital communication 
and our means of investigating it are intimately 
connected. As digital communication becomes 
more integrated and multimodal it becomes less 
accessible but tells us more by providing a better 
understanding of how people use such technology 
to interact and some insight into the challenges 
of analysis of icon based interaction via location-
aware social network services.

BACKGROUND AND EXPERIMENT

FindMyFriends represents a convergence of online 
social network services and location-awareness. 
In the context of P3 systems it can be regarded as 
a place-centered system. This service, which was 
developed by Accenture, IBM and Sonitor, was 

Table 1. Speech functions and responses from Halliday and Matthiessen (2004, pp. 108) 

Role in Exchange Commodity 
Exchanged

Initiation Response

Expected Discretionary

Give Goods and Services Offer Acceptance Rejection

Demand Command Undertaking Refusal

Give Information Statement Acknowledgement Contradiction

Demand Question Answer Disclaimer
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installed and used at the primary festival location 
during the biennial student festival - UKA 2007 
in Trondheim, Norway.

UKA is Norway’s largest student festival. Orig-
inating in 1917, the 2007 UKA was a three-week 
festival from October 4th to 28th and was located 
in Samfundet, a student building, constructed in 
1929 and containing ten main rooms, including 
several pubs and a concert hall. Locating friends 

and colleagues within Samfundet can be very dif-
ficult and the idea of FindMyFriends was to equip 
participants with ultrasound beacons allowing 
them to be located within Samfundet.

The 2769 participants who decided to use the 
system, could register a profile on the FindMy-
Friends website after which they could start to 
connect to each other (see Figure 1). Participants 
received an ultrasound beacon, which had to be 

Figure 2. The map from the terminal showing position of the user and friends (picture from Accen-
ture)

Figure 1. Overview of friends list on website showing icons that could be used as avatars (picture from 
Accenture)
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activated before use and was linked to their profile 
allowing them to locate and be located by those 
on their friend list through any device used for 
accessing the web. In addition to the website, 
several terminals were distributed throughout the 
building. By presenting the beacon to the terminal 
it was possible for the user to log in and read or 
send messages and icons (heart, Pacman and ghost) 
as well as locate their friends on a map (Figure 
2) and view statistics for each room (Figure 3). 
Users were free to send any icon to any friend. 
Despite their association with the game Pacman, 
the three specific icons had no prior meaning 
explicitly attached to them.

Activity was logged and recorded for analysis 
and at the end of UKA participants were invited 
via email to take part in a survey regarding the 
use of FindMyFriends. Of the 2769 participants, 
207 took part in the survey.

Of the 2769 users registered only 1661 actually 
activated their beacons. Of the users with activated 
beacons 36.9% were female, 61.3% were male and 
1.75% did not register their gender. Students can 
attend the festival as either visitors or volunteers. 

Volunteers were also permitted to act as visitors 
when off-duty. Volunteers accounted for 33.6% 
of the users and visitors for 66.4%. All 2769 us-
ers received the invitation to fill in the survey. 
Of these 207 answered. Of these who answered 
the questionnaire, 37.2% were female and 62.8% 
male. These numbers do match the distribution 
of all the users, with only a 0.4 points difference. 
Further, 32.4% were volunteers and 67.7% visitors. 
Again, this matches the overall distribution with 
only a 1.2 points difference (see Figure 4).

These figures are a good indication that the 
participants who answered the questionnaire are 
a representative selection of the actual user mass. 
The confidence interval with a 95% confidence 
level is 6.55. Thus, we can be 95% certain that 
the results are within +/-6.55 percent accuracy. 
Like other data from this study, the results of the 
survey were coded for gender, age and other key 
variables. Because of the relatively small sample 
size, however, for the purposes of examining 
meaning, we have averaged across these variables. 
Further study of this data set will likely make 
fuller use of these variables.

Figure 3. The statistics screen used for showing single/non-single users, preferred music and staff to 
student ratio per room (picture from Accenture)
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METHODOLOGY

Analysis

The decision to analyse the data linguistically was 
not made until after the data had been collected 
and measures of central tendency carried out on 
the results of the study and subsequent survey. 
As such, the study was not designed to capture 
information specifically for a linguistic analysis. 
Because of its inclusion of all forms of behaviour 
as potentially meaning bearing and because it al-
locates and relates patterning to different levels 
of language, a Systemic Functional Linguistic 
framework (henceforth SFL) was used to examine 
how icons were used within FindMyFriends to 
engage others. Focus was given to a contextual 
analysis using the SFL parameters of field, tenor 
and mode, with particular attention given to the 
parameter of tenor due to the prior significance of 
this in electronic communication (Taiwo, 2007). 
The metafunctionally associated1 semantic notion 
of speech function was also considered.

This analysis did not extend to the level of 
lexicogrammar for two reasons. Firstly, the data 
was not conducive to a grammatical analysis since 
although many users responded to the survey 
question “What do you think the meaning of the 
heart/Pacman/ghost is?” with what amounts to a 
language translation of the icon meaning, many 
did not and the variability of their responses can be 

seen below. Secondly, while icons most definitely 
have meaning (and hence a semantic stratum), 
this meaning is not necessarily lexicogrammati-
cally arranged.

Method

As with many studies, this study involved com-
bining information from a number of different 
sources. As such the first step was to use the notion 
of context to sort out the value of the different bits 
of information. This was done by considering the 
contextual configuration (field, tenor and mode 
settings) of the different contexts from which the 
data came. This was then used to consider how the 
data might be applied to understanding the emer-
gent semantics of the icons. The understanding of 
the different contexts for the information sources 
was then used to build a picture of the context of 
use for the icons although this was, by necessity, 
general not instance based.

Because the data extracted from this study was 
iconic in nature, the results of the survey were used 
to gain partial access to the purpose or intent of us-
ers. Participants were asked to consider how they 
used each icon during the study and to report on 
this usage pattern. Thus, the result was a subjective 
statement of the intended meaning behind icon use. 
So, while the behaviour that we are interested in is 
multi-modal in nature, our access to this behaviour, 
in this study, is subjective and reflective.

Figure 4. Gender of FindMyFriends’ users and respondents
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It is difficult to examine speech function 
when what is under examination is subjective 
and reflective since, as Martin (1992) points out, 
speech function is about dialogue, and we typi-
cally establish speech function by considering the 
response that a move in the discourse receives. This 
is the case because the semantics, or the meaning 
behind a move, becomes more obvious when we 
can see how people respond to that move. In this 
study we do not have the following move to the 
stated intended meaning behind an icon’s use. We 
are reliant then on how participants report their 
use of an icon and the speech function that they 
attribute to it. On the other hand, the questionnaire 
was filled in after the system was used and on the 
basis of several interactions, so is therefore likely 
to reflect a stabilized individual view on meaning. 
Like other aspects of meaning, speech function is 
sensitive to contextual variation and in particular 
to variations in tenor or the interpersonal relations 
of participants.

By combining participants statement of mean-
ing for the icon with their reported behaviour 
and general statistics of actual behaviour (not 
participant identifiable) we were able to establish 
an estimation of the multimodal dialogue that took 
place with icon use in FindMyFriends. This gave 
a better indication of the emergent semantics for 
the icons.

RESULTS

The results of the analysis outlined above are 
reported in four stages. Firstly, there is a discus-

sion of context including a review of the different 
contexts of the data and a statement of the potential 
configuration of the context of icon use (Table 2). 
Secondly, consideration is given to the different 
ways that users reference existing technology 
and the ways they appear to use this to arrive at 
meanings. Thirdly, the variability in the response 
to the one question from the questionnaire is pre-
sented with examples from the data to give some 
indication of the variation in the data (Table 3). 
Finally, the speech function attached to each icon 
is reported (Figure 6).

Context

The context of the current research may be con-
sidered at a number of layers. Firstly, there is the 
context in which the participants were sending the 
icons to each other. Secondly, there is the context 
in which the participants were recording their 
recollections of their icon use during the experi-
ment, and thirdly the context of our reading their 
responses to the survey and these are not the only 
contexts that we might consider.

Taking the second of these contexts, the con-
text of filling out the survey, we can see that this 
alone is quite a complex context. Although we 
can recognise survey taking as a context that we 
are familiar with in our society, the situation for 
each participant is quite different. They have for 
example different relations with the researchers, 
different motivations and different physical con-
ditions under which they completed the survey. 
On top of these differences, when completing the 
survey, participants are drawing on an average of 

%,-043909:,/08.759438

Context of icon exchange

Field Material action obligatory, action with symbols necessary, relating

Tenor Social hierarchy non-hierarchic, chosen peer-group; social distance minimal

Mode Role of language ancillary, channel graphic pictographic, real time electronic

Context of the survey

Field Material action absent irrelevant, action with symbols necessary, reporting

Tenor Social hierarchy hierarchic, legally defined, repercussive; social distance maximal

Mode Role of language obligatory; channel graphic written, mediated edited
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all of their uses of the icons during the trial period 
rather than a reference to a single icon exchange. 
This means that their meaning for the icon is an 
average. This is the case with all survey-based 
research and we will return to this issue below, but 
let us consider for a moment the first context.

The field of discourse might be said to be casual 
conversation, the tenor peer to peer and the mode 
electronic. Drawing on Hasan’s (1999) networks 
for context and Butt’s (2004) extension of these, 
we can look a little closer at the context of the 
interaction. Rather than provide a full contextual 
analysis, the crucial parameters of difference are 
listed in Table 3.

Context of the Technology: Using 
Context to Predict User Behavior

It is the perpetual problem of human computer 
interaction (and indeed innovation more generally) 
that it is difficult to establish how users will engage 
with new technology, in particular those that do not 
have a historical reference point. Junglas (2007) 
argues that location-aware (or in his word location-
based) systems are a disruptive technology, and in 
that sense present this exact problem. Users lack a 
reference point for judging the usefulness of such 
a system, thus traditional methods cannot predict 
market uptake. The main approach to assess market 
uptake is to expose potential users to the technology, 
typically in experimental environments.

The FindMyFriends project represents just 
such an exposure trial, and the responses to the 

Table 3. Variety of response type with examples from data 

Stimulus question: “What do you think the meaning of the heart/Pacman/ghost is?”

Responses

Classification Category Subcategory Example from Data

Similarity or meta-
phor

It’s like… Action e.g. “it’s like sneaking up on someone”

Function e.g. “it’s like a poke on Facebook”

Potential Could be… Modality e.g. “could be to flirt with someone”

Desire e.g. “you want to make contact”

Direct speech “…” Minor e.g. “Boo!”

Major: declarative e.g. “You don’t know who I am but I know who you are!”

Major: interrogative e.g. “Where are you?”

Justification I used it… Reason e.g. “just for fun/to scare”

Statement 
(always negative)

e.g. “I didn’t use the functionality”

Categorize e.g. “a funny joke”

Uncertainty e.g. “I don’t know”

Impact I am… you are… Self e.g. “I am mysterious”

Other e.g. “You are ugly”

Ambiguous e.g. “psychotic bed sheet fetish”

Target group Who… Set membership e.g. “An old boyfriend or girlfriend”

Reflection I think… Mental projection e.g. “I thought that it meant…”

Argument e.g. “I feel that it has much the same meaning as the pacman 
because…”
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survey indicate strongly that participants draw 
on their experience with other technology. The 
technology that participants appeared to see as 
most relevant in the current case was social net-
working applications such as Facebook. Many 
participants saw the icons as a form of poke but 
others appear to have treated them as being more 
like a status feed or micro blogging application. 
Of course there is a great deal of variation in the 
way that people use status feeds and a great deal 
of variation in the meaning of a poke as well as 
the desired response.

Although Junglas (2007) argues that location 
aware systems represent disruptive technology 
because they do not have a prior reference for 
them, this appears to be only partially true. Users 
faced with new technology, as we see here, refer-
ence the contextually closest known technology, 
which in this case is Facebook. We can predict the 

technology that is most likely to form the refer-
ence point by identifying the known technology 
that shares the most contextual settings with the 
new technology. The settings that are not shared 
represent the areas of the new technology that are 
least likely to be used to full potential and in this 
case it is the locational aspects. Yet even here we 
see that users reference an even older situation that 
underpins modern social networking technology 
such as Facebook – that of the social network 
itself. Users reported in the semi-structured in-
terview that they were more than happy to have 
their close friends know where they were but that 
they wanted some control over privacy. This is 
much the same way that people tend to feel about 
small towns and by studying how people behave 
in situations where family and friends monitors 
them it is possible to predict how they will respond 
to location aware technology.

Figure 6. Speech function across heart, !,.2,3,3/489
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This use of reference points carries over into 
the meanings that get attached to the icons not 
just the users’ behavior. All icons used in this 
study came from the game Pacman and we could 
reasonably expect that the meanings attached to 
these icons from the game would carry over to the 
context that we discuss here (McDougall et al., 
2005). In fact we do see this to a certain extent, 
however the impact is not evenly distributed. 
While the game impacts heavily on the attrib-
uted meaning for the Pacman, the impact of the 
game on the meaning for the ghost and heart is 
much less apparent. For the heart and ghost, the 
broader cultural understanding of a heart impacts 
much more, while the ghost is very open in its 
meaning and again seems to take on some of the 
cultural meanings attached to a ghost rather than 
those from the game. As we can see in Figure 5, 
the game was influential in establishing meaning 
for the Pacman but not the other icons. Here the 
dominant meaning was something similar to “I’m 
going to eat you”.

The variation in cultural meanings attached to 
the ghost icon can be seen reflected in the variety 

of uses to which the ghost is put. More so than 
either of the other icons, the ghost is used to both 
demand and give goods and services and informa-
tion. The ghost was used to mean anything from 
‘don’t disturb me!’, ‘boo!’, ‘guess who’, ‘let’s 
meet’, ‘where are you?’ and ‘hi’.

The Context of Self-Report: 
Reporting on Meaning

Different forms of data provide different views 
on a context and they are all helpful in building a 
picture of discourse in context. This is particularly 
the case when we cross reference the information. 
While the multiplication of data is useful it also 
creates an interesting problem in that it becomes 
necessary to distinguish between these different 
types of data.

Often as is the case in this research, the texts 
that have been produced as a result of an event 
are numerous and accessible for analysis while 
the initiating event is not recorded and is thus not 
accessible to the analyst. Any one of these texts 
may be treated as our primary text, however, 

Figure 5. Taking cues from familiar technology
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depending on what our research question is, our 
relation to the initial event is going to be very dif-
ferent. Understanding how the data fits within a 
social process needs to be the first step in analysis 
since the location of the data is crucial if we want 
to understand the purpose and the function of the 
text in society.

Because we are using language turned back 
on itself, we can think about the context of our 
data as well as the context of the event since these 
are the texts with which we are dealing. We are 
using context here as a means of sorting out our 
data. Each text has its own context as well as a 
distinct relation to the primary context. This rela-
tion is reflected in the contextual description and 
shapes the values of this text as evidence. This 
contextual description of the data then allows us 
to sort data on the basis of contextual similarity 
before we look at the particular social process, 
which has been recorded. Thus we have at least 
two layers of contextual information before we 
begin to analyze something in context.

Texts may be divided into those that flow insti-
tutionally from the primary context and those that 
are observational and optional such as research. 
Two potential types of data include observational 
texts, where the data is a recording by one means 
or another of the social process of the primary 
context, or, reported texts, where the data is a 
report on the social process of the primary context 
from one point of view or another.

Report texts may not be reporting on the prima-
ry social process directly, but on the participant’s 
reactions or responses, feelings or thoughts. As 
with all report texts, it is possible for them to look 
forward as well as backwards, hence, they may 
include projection into the future or commentary 
on the here and now as well as reflection. It is 
important to remember that of course any one 
of these texts may become the primary social 
process depending on the perspective one takes 
on the text. The current research takes the form 
of report and while the use of the icons involved 
tenor relations that were peer-to-peer, equal and 

non-hierarchic, the report texts analyzed in the 
survey have a hierarchic tenor relation that was 
not equal and varied according to position and 
education.

In analyzing this survey insight was also 
gained into how people report intent. Halliday 
and Matthiessen (2004), in discussing aspects of 
projection, suggest that there are various ways that 
reports, facts and ideas are projected. Because the 
survey at the point at which it discusses meaning 
is free text and open, participants in this study 
reported on their own behavior in various ways. 
These differences illuminate both the ways in 
which participants viewed the icons and the Find-
MyFriends system as well as the ways in which 
people report on meaning making behavior. These 
variations are set out in Table 3.

In any exchange, meaning is open for negotia-
tion and we can see this in the responses to the 
survey, just as the icons themselves were open 
for negotiating meaning as can be seen in Table 
3. The variability in this response is discussed in 
the section below.

The findings suggest that the use of icons in 
smart spaces is strongly linked to tenor variation. 
The summary of findings across the three icons is 
set out in Figure 6. This includes the speech func-
tions of giving information or goods and services 
or demanding information or goods and services as 
well as respondents who stated that there was no 
meaning to the icons, that they didn’t know what 
the meaning was or that meaning was open.

Icons were most frequently sent to serve the 
speech function of giving information. This was 
particularly true for hearts, which also had a very 
low ‘don’t know’ response and were more likely to 
be sent to people not in a user’s friend list. Hearts 
were much less likely to be seen as demanding 
goods and services or information as compared 
to ghosts. Ghosts were also seen as more open in 
meaning and more likely to record a ‘don’t know’ 
response. They were also less likely to be used 
overall. Although all icons came from the game 
pacman, it was only the Pacman icon that showed 
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a strong connection in meaning to the game with 
a very common meaning being “I want to/am 
going to eat you!”.

Participant responses suggest that they under-
stood these to be realised by a statement and when 
not realising a minor clause to be in declarative 
mood. Most frequently responses were minor 
clauses which were seen to be a kind of poke 
approximating ‘boo!’ for ghost, ‘hey you!’ for 
Pacman and ‘hi there!’ for heart, although heart 
most frequently was seen to mean something like 
‘I love you’. All icons were seen as an opportunity 
for flirting although the strongest connection with 
this potential was the heart, which has obvious ro-
mantic associations from its wider cultural use.

Use of icons appears from the data to be 
almost exclusively move initiating, however, 
response with icon was also possible and ap-
pears to have been the desired response in some 
cases e.g. “Hmm, if you give it to somebody 
you are interested in then it is a bit funny and 
exiting if you get one”. The expected response 
was usually acknowledgement of some kind but 
the realisation of the acknowledgement varied. 
Participants could of course ignore the icon and 
not respond, they could respond with an icon in 
return either the same or different, they could 
respond with another modality by either calling 
the person (provided they have their number) or 
by seeking them out in person, which is exactly 
what a location-aware system can facilitate. In the 
current study, users sought people out in person 
after locating them through the FindMyFriends 
system 55% of the time.

Some participants wanted to use the icons 
as a status message just to let friends know they 
were there and whether they were available or 
not, much as one might use the instant messaging 
traffic lights icons. Interestingly this appears to 
be much more the case for the ghost than for any 
of the other icons. Others used the icons to send 

their friends a message, while others used them to 
get their friend’s attention and appeared to expect 
a physical response such as meeting.

Findings here appear consistent across both 
the heart and pacman icon with greater variation 
existing for the ghost icon. This variation may 
be seen to relate strongly to variations in tenor. 
The distribution of the icons varied throughout 
the social network of the user, with users show-
ing a strong discrepancy in who they sent each 
of the icons to. While icons were only ever sent 
to friends – making them network internal – use 
and understanding of the heart, Pacman and ghost 
showed variation on the basis of social distance 
amongst other key tenor markers.

While bearing a strong resemblance to com-
mon emoticons, the icons were often not used to 
convey an emotional state; rather they were used 
to distinguish between levels of closeness in the 
participant’s social network. Participants most 
often sent hearts only to very close friends, the 
pacman to friends and ghosts to anyone.

The semantics which emerges here is a social 
network dependent semantic, with the general 
meaning of ‘hi there’ taking on a more specific 
meaning for each interaction. Hence while there 
was potential to use the icons as emoticons, the 
meaning in the current research appears to have 
followed the purpose of the devices as tools for 
locating. Thus, the icons were primarily used to 
attract attention rather than to share a mental state, 
although this is not always the case and appears 
to vary across the icons. This tendency suggests 
that meaning will be shaped by the function of 
the device and guided by users’ prior experience 
with technology they perceive to be similar in 
function.
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IMPLICATIONS AND 
FUTURE DIRECTIONS

Understanding icons from a semiotic point of 
view gives designers more insight when designing 
systems. Much research has gone into the study 
of icons, however this research has typically fo-
cused on visual design aspects (see for example 
Chang (1987)). Typically, icons have already 
had a function and distinct meaning attached to 
them with a clearly defined purpose. The current 
research has examined the use of icons from a 
semiotic point of view by focusing on the use of 
the icons in context and the users’ understanding 
of the meaning of these icons. Future work may 
be well positioned to capitalize on the multimodal 
work of researchers such as Bateman, Denlin and 
Henschel (2004). The icons in this study did not 
have a meaning or purpose assigned to them prior 
to the study. It was left for the users to create a 
meaning and purpose for the icons. In this sense, 
the semantics can be seen to emerge from the 
context and social network of the users.

In discussing the study of online social net-
works, Garton, Haythornthwaite and Wellman 
(1997) suggest that social network partitioning is 
a function of what gets sent to whom. This classic 
application of social network theory suggests that 
the analyst can gain access to the users’ network 
by examining the exchanges that take place. In 
the case of most social network applications, 
and certainly in the case studied here, the users’ 
network is already partitioned and on display. 
It appears from our analysis that variability in 
meaning of the icons emerges from an already 
partitioned network. This can be explained at 
least in part by the high degree of codal sharing 
and tight social network structures amongst the 
users. The more dense and multiplex the social 
network and the more history network members 
have in common, the more likely the members are 
to share meanings in common. Thus the meaning 
of an icon will vary between different members 
of a social network.

As Hasan (1980) suggests, the functional nature 
of a code predisposes it to certain meanings. The 
function of the icons appears to predispose them 
to meanings that gravitate to an offer of some 
kind, whether that is making a proposal or offer-
ing some form of information. The very simple 
meaning of “hi there” appears to become more 
and more specific in meaning depending on who 
the icon was sent to and as the users become more 
familiar with the tool. This is similar to the pat-
terning that we see in communication more gener-
ally. Humans as a species are inclined to interact 
(Halliday, 1978) and will make use of whatever 
communication tools are available. The fewer tools 
we have available to us to make meaning through 
the more work we make the tool do.

In this case the restricted tool set of three icons 
gets made to do a lot more work than it might 
otherwise do. Further study of this data set and 
others like it may allow us to develop a better 
understanding of icon use. It may also be possible 
to use Hasan’s (1996) semantic networks to design 
more contextually sensitive and network sensitive 
icons. However, it appears from our findings that 
there may be a trade off here in that more vari-
ability in the meaning of an icon the more uses to 
which it can be put but it is less likely to be used 
at least in the short term (e.g. the ghost). Against 
this, less variability in meaning appears to lead 
to fewer uses to which the icon is put, but more 
uptake of the icon at least in the short term (e.g. 
the heart).

When icons are used in a technical setting 
they seem to implicitly carry some history from 
other similar technical settings, as the case of the 
FindMyFriends’ icons, which some of the users 
reported using in similar ways as they would use 
pokes in Facebook. Further, as the icons clearly 
are used as a technological contraption to sepa-
rate a social network it could be argued that they 
actually function as mediating artifacts. From the 
perspective of Activity Theory (Leont’ev, 1978; 
Bødker, 1991) it is possible to fit icons into the 
role of mediators. Following the idea that the 
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meaning that users ascribe to icons is emergent, yet 
clearly affected by history, the cultural-historical 
extension to Activity Theory (Vygotsky, 1978; 
Engeström, 1987) combined with a semiotic un-
derstanding appears to be a promising perspective 
when dealing with message-icons in software. 
However, this is currently unexplored and requires 
more research to clarify.

The understanding of icons from a combined 
perspective of semiotics and Activity Theory is 
even more important when we are dealing with 
the extension of location-aware systems, known 
as ambient intelligence (Ducatel et al., 2001). In 
ambient intelligent systems icons might appear in 
the physical world and refer to information in the 
virtual world. So by physically tagging the real 
world it is possible to convey meaning to a user 
by allowing the user’s mobile device to read this 
tag. Current examples include RFID tags, barcodes 
and Cyberstickers (Rahlff, 2005). A conceivable 
extension to this is to tag the physical world with 
icons that make sense for both machines and 
humans; much like the well know Hobo signs 
(Richards, 1974). The same insight is equally 
important in the opposite case, where signs in 
the virtual world refer to information or goods in 
the physical world. This is particularly important 
where users of a location aware social network 
service may use icons to make things happen in 
their environment. Further study of this potential 
will lead to systems that are better suited to their 
users’ needs and desires.
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KEY TERMS AND DEFINITIONS

Activity-Theory: Originating in the work of 
Vygotsky, L and Leont’ev, A., Activity theory is 
a descriptive tool for theorizing a social process. 
It unifies consciousness and activity and impor-
tantly for research on intelligent devices, locates 
artifacts within social processes.

Context: Context is taken in this chapter to 
refer to all aspects of a social process that have 
an impact on meaning and shape the outcome of a 
social process. This ranges from the material situ-
ational setting through to the topic, the modality 
and the relationships between the social actors.

Disruptive-Technology: Disruptive tech-
nology refers to new technology that has no 
clear antecedent in existing technology. This 
makes predicting how users will respond to the 
technology difficult and can cause problems for 
implementing safeguards. The introduction of 
disruptive technology can cause major shifts in 
social functioning.

Emergent-Semantics: Emergent semantics 
is an evolutionary view of semantics that treats 
meaning as an ensemble relationship. Meaning 
is seen to emerge from collective use in context 
and is thus dependent on variability in social 
networks and context. It is decentralized and 
self-organizing.

Iconic-Signs: Signs are objects that signal 
something and may be made to carry meaning 
in some way. In this case iconic signs is refer-
ring to signs that look like what they are meant 
to represent.

Location-Awareness: Location awareness is 
the ability of a device to share another person or 

object’s physical location. This may be precise 
or imprecise and can relate to either the user or 
the place.

P3-Systems: P3 systems are social network 
systems that link people to people and people 
to geographical places and can be divided into 
people centred and placed centred approaches. 
People-centred systems typically use absolute 
user location or proximity. Place-centred systems 
typically employ either physical or virtual places 
as their representation.

Social-Network: Social network refers to both 
the services/systems that link people to people and 
the description of groups of people by means of 
studying their connectedness.

Systemic-Functional-Linguistics: Systemic 
functional linguistics is a social semiotic per-
spective on language that views all behavior as 
meaning bearing. It is a stratified approach that 
is organized around functionally organized real-
izational systems. It has developed from the early 
work of Halliday, M.

ENDNOTE

1  The association between patterning at 
different levels of language is linked to 
the stratified approach that SFL takes and 
these groupings are metafunctionally ar-
ranged. Thus we have chosen to focus on 
the interpersonal metafunction at the level 
of semantics and context.
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Introduction

Be concept of register is central to Halliday’s model of language. It is central 
not only in the sense of being important to the theory, but central also in the 
sense of ‘at the centre of ’ the theory. Be case we make here is that register 
holds the dimensions of Halliday’s systemic functional theory together, and 
we begin the paper by exploring the place of register with respect to Halli-
day’s dimensions. In doing so, we recognize that deCning a theoretical term, 
as Hasan argues, ‘requires that it be positioned vis-à-vis other concepts in 
the theory’ (Hasan, 2004: 16). In other words, the concepts are ‘ineDable’ 
(Halliday, 2002 [1988]). Since Halliday has made the case that language is 
multidimensional (e.g. Halliday, 2003), to understand ‘register’ in Halliday’s 
terms is to understand its relationship to such dimensions.
 Our starting point might initially strike the reader as a well worn path. 
Matthiessen’s 1993 paper ‘Register in the round’, for instance, addressed the 
notion of register from a similar perspective. His paper, now nearly 20 years 
old, called for diDerent standpoints on the description of register, as a means 
of bringing theory and description together. Bese standpoints were derived 
from the basic principles of Halliday’s theory of language, which we discuss 
below. Matthiessen’s paper provided a list of ‘register’ descriptions, the wording 
of which Matthiessen described as ‘fairly non-technical’. His list includes ‘the 
language of exposition’, ‘the language of geography’, ‘the language of casual 
dinner table conversation’, ‘the language of news reporting’, ‘the language of 
business communication’, etc. As Matthiessen (1993: 274) wrote at the time:

It would be an important contribution to describe the overall semiotic space in which 

these ‘registers’ are located relative to one another – to provide a general account of 

Celd, tenor and mode and to specify the values for each variety listed above. Bis 

would introduce greater precision in register analysis and might very well invite us to 

re-interpret some of the varieties that have been identiCed in the past. As already noted, 

there is a certain danger that we simply take over categories based on folk genres.

 Bere are surprisingly few instances of the kind of work Matthiessen was 
calling for in his paper, i.e. descriptive work genuinely based in the notion 
of register as elaborated by Halliday. (Matthiessen et al., 2005 is one such 
instance; Hasan’s work on context (e.g. Hasan, 1985/89, 1995, 1999), text 
structure and texture (e.g. Hasan, 1985/89) and semantics (e.g. Hasan, 2009b) 
has presupposed Halliday’s model.) Be success of Martin’s model (see Martin, 
2009 for an inventory of this genre research) has meant, to some degree, an 
obscuring of the theoretical distinction between Halliday’s notion of register, 
and Martin’s use of his own terms ‘genre’ and ‘register’. In our view this is one 
the reason for a relative lack of critical explication and application of register 
along Halliday’s line of development.
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 In this paper we do not want to detract from the achievements of distinct 
approaches in SFL, nor do we want to reiterate all the diDerences in approach 
themselves. We do however want to motivate the need to make what might 
otherwise seem like either uncontentious or over-vehement claims. It is not 
that one must take Halliday’s view but it is important that one continue to 
engage with it, given that Halliday himself continues to hold it. In the section 
below, we brieFy outline our perspective of Halliday’s view. Since our aim is to 
move on to demonstrate ‘register alone’ (Martin, 1999), the reader is directed 
to Martin (1999) and Hasan (1995) for focused accounts of the diDerent genre 
and register concepts and their implications for SFL. Hasan concludes her 
paper on these topics as follows:

My own view is that the stratiCcation of genre and register [as posited by Martin and 

colleagues], the collapsing of the social and the verbal, at both these planes, which in 

turn entails a questionable view of language, has a highly deleterious eDect: It moves 

the whole issue of text structure and its activation from active, feeling, reacting par-

ticipants co-engaged in some interaction to given forms of talk that represent the 

ways things are done in our culture, as if the culture is unchanging and as if the par-

ticipants are simply pre-programmed. (Hasan, 1995: 283)

In a sense we are largely programmed by our societies into given ways of doing 
culture. But societies and cultures change. Halliday’s model of language, as set 
out in Figure 1, shows the openness of language to the eco-social environment, 
and, therefore, to the dynamics of social change. Halliday’s notion of register 
is, in our view, particularly well geared to describing language variation and 
consistency without making such language variation isomorphic with social 
variation. As a central conceptual tool that does not stratify the relation of 
genre and register, Halliday’s notion of register helps us recognize – or at least 
frame and test – the idea that recognized social situations might sometimes be 
the same register, or identify and evaluate the register diDerences in what are 
normally counted as ‘the same’ social activities: it is a model well suited to cali-
brating the shuGing and reshuGing of cultural space-time and its boundaries.
 Our paper therefore now turns to (a) our brief review of Halliday’s reg-
ister concept and how its central place in the theory gives it its descriptive 
power; and (b) an exempliCcation of Halliday’s concept, by way of a registerial 
analysis that draws on Hasan’s parametric approach to context modelling (e.g. 
Hasan 1995, 1999, 2004, 2009a; Butt, 2003) and Matthiessen’s ‘metafunctional 
slice’ with ‘multistratal coverage’: i.e. we consider a small extract of talk within 
a surgery setting from the perspective of Halliday’s interpersonal metafunc-
tion. We then Cnish the paper by looking forward to the possibilities of (and 
constraints on) bringing this kind of multistratal approach into larger scale, 
computational accounts of register.



190     Halliday’s model of register revisited and explored

The concept of ‘register’, according to Halliday

The development of the concept of register reflects a need to explain vari-
ation according to use, and arises from a concern with the importance of 
language in action. Halliday notes it was Reid (1956) who first used the 
term ‘register’ to capture the notion of ‘text variety’ (Halliday, 2007 [1975]: 
181], although the idea of looking at the importance of situation on lan-
guage was in use much earlier – for instance by proto-pragmatists such as 
Wegener (see Nerliche, 1990) who considered both the ‘user’ and ‘use’ in 
his concept of situation. Although it seems obvious that people speak dif-
ferently in different situations, systematic analysis of variation according 
to what might be considered contextual features such as setting, addressee, 
subject and formality is relatively recent. Both Firth (1950) and Hymes 
(1969) developed accounts of the elements of context relevant to the act of 
speaking. The concept was developed by Ure (e.g. Ure, 1969; Ure and Ellis, 
1972), and interpreted in Halliday et al. 2007 [1964: 181] ‘within Hill’s 
(1958) “institutional linguistic” framework’ where the concepts of ‘field’, 
‘mode’ and ‘style of discourse’ were introduced. Later, Halliday adopted the 
term ‘tenor’ from Spencer and Gregory (1964). Matthiessen et al.’s recent 
‘typology of registers’ (e.g. 2008) draws directly on Ure’s work. The notion 
of register has helped shape many approaches to language, including the 
Birmingham school (e.g. Sinclair and Coulthard, 1975) and corpus linguis-
tics (e.g. Biber, 1995), although register is understood among these schools 
in markedly different ways. Halliday first made use of the term ‘register’ 
in a paper titled ‘The users and uses of language’. In differentiating his 
approach from the general move of stating that language varies according 
to situation type, Halliday (1978: 32) suggests that what ‘register does is to 
attempt to uncover the general principles which govern this variation, so 
that we can begin to understand what situational factors determine what 
linguistic features’.
 Register is deCned by Halliday as a semantic conCguration (e.g. Halliday, 
2002 [1977], 1985/89). As such, this stratal designation reveals something 
about both what Halliday means by register, and how Halliday conceptual-
izes the semantic stratum: register is a semantic phenomenon in the sense 
that ‘register is the clustering of semantic features according to situation type’ 
(Halliday, 1978: 68, 111, 123). As Figure 1 shows, the semantic stratum is, for 
Halliday, where language interfaces with the eco-social environment. At this 
interface, register is ‘the necessary mediating concept that enables us to estab-
lish the continuity between a text and its sociosemiotic environment’ (Hal-
liday, 2002 [1977]: 58; see Bowcher, forthcoming).
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How ‘register’ in Halliday’s view positions other concepts

Be choice of the deCnite article in Halliday’s description of register as ‘the 
mediating concept’ implies that register has a central place in relating language 
to social context. It does so by virtue of its theoretical position in relation 
to the ‘various assumptions about language’ with which Halliday has worked 
over his career (2003: 1). In a recent paper, he notes that he did not start out 
from these assumptions, but rather that they ‘emerged as the byproduct of 
those engagements [with language] as I struggled with particular problems’ 
(Halliday, 2003: 1). Such assumptions have the status of theoretical categories; 
as such they ‘are not subject to direct veriCcation’ (Halliday, 2003 [1992]: 201). 
Bese categories have a place in the theory by virtue of their descriptive power. 
Bey should not be ‘endowed with a spurious reality of their own’ (Halliday, 
2003 [1992]: 200).
 Bat language has ‘stratiCcational complexity’ (Halliday, 2003: 5) is one of 
these assumptions. As we have just noted, register is, from this perspective, 
located at the semantic stratum. StratiCcation implicates ‘realizational com-
plexity’ (Halliday, 2003: 5). Bus, a ‘setting of probabilities in the semantics’, as 



















Figure 1: Language in relation to its bodily and eco-social environment (Reproduced 
from Halliday, 2003: 13)
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Halliday has deCned register, will mean certain selections and co-selections of 
features at the lexicogrammatical stratum, which in turn includes specifying 
some phonological features, since the realization of grammatical selections 
necessarily involves choices in intonation, in Halliday’s account. Bus, while 
Halliday conceptualizes register as a conCguration of meanings, he also shows 
register as cutting across all strata (Halliday, 2005 [1995]: 253D). Halliday 
(2002 [1977]: 58) explicates the realization relation of register to context of 
situation as follows:

Be patterns of determination that we Cnd between the context of situation and the 

text are a general characteristic of the whole complex that is formed by a text and its 

environment. We shall not expect to be able to show that the options embodied in 

one or another particular sentence are determined by the Celd, tenor and mode of the 

situation. Be principle is that each of these elements in the semiotic structure of the 

situation activates the corresponding component in the semantic system, creating in 

the process a semantic conCguration, a group of favoured and foregrounded options 

from the total meaning potential that is typically associated with the situation type in 

question. Bis semantic conCguration is what we understand by the register. (empha-

sis in original)

 Be implication is that (a) register is a function of all settings in the context, 
and that (b) it is in the activation by the contextual parameters of the cor-
responding components in the semantic system (the ideational, the interper-
sonal, and the textual metafunctions) that register comes into being. Given 
recent proposals about a rank scale in the semantics (Matthiessen, 1993: 
23‒31; Hasan, 1996; Cloran, 1994; Butt, 2003), we perhaps need to conceive 
of register as a higher order semantic conCguration, realized in semantic units 
of various sizes, and potentially varying as registers vary (Matthiessen, 1993: 
23‒31); although proposals such as Halliday and Matthiessen (1999)’s ‘Cgure’, 
Matthiessen’s (2004) system of RELATIONAL EXPANSION, Hasan’s message 
semantics (e.g. 1996, 2009 [1992]), Cloran’s Rhetorical Units (1994), and Butt’s 
semantic cycles (2003), all claim to be generalizable across registers of any 
kind. Halliday (2005 [1995]: 255) argues that while we cannot as yet model 
the whole semantic system, we can ‘specify its internal organization’. Bis, he 
suggests, is analogous to the function-rank matrix (see Table 1) but ‘with its 
own distinct categories – a ‘rank scale’ of structural units such as, possibly, 
text, subtext, semantic paragraph, sequence, Cgure, element; and metafunc-
tional regions deCned in topological fashion, construing the activity patterns 
and ideological motifs of the culture (clusters relating to technology, to social 
hierarchy, to the sphere of activities of daily life, and so on)’.
 Be realization relation is bidirectional. Realization is a two-way relation 
(Halliday, 2002 [1992]; Hasan, 1995, 2010). As Hasan has recently noted:
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Realization works somewhat diDerently in the two directions. In the encoding view, it 

is an activation of some possible choice at the next lower level: thus in the production 

of an utterance, context activates meaning, meaning activates wording. By contrast, in 

the reception of the utterance, realization is construal of the relevant choice at the 

higher level: thus in decoding an utterance, the choice in wording construes meaning, 

the choice in meaning construes context. (Hasan, 2010: 12).

 Halliday’s function-rank matrix (see Table 1) is a detailed claim about the 
realizational relation between the stratum of lexicogrammar and that of the 
‘components’ of the semantic system mentioned above. Bese components 
are the semantic analogue of the variables of the context (i.e. of Celd, tenor 
and mode). Bus, Halliday proposes there are meanings of the ‘ideational’, 
‘interpersonal’ and ‘textual’ kinds; these components realize the features of the 
context, and in turn are realized by grammatical systems (in combination). 
Be function/rank matrix is an hypothesis about (a) the proximity of lexico-
grammatical systems within each metafunction; and (b) the relation of these 
systems to his assumption about the metafunctional organization of language.
 Be unit of text is the scale on which these systems conCgure. Be text is an 
instance of a register, register itself being a midpoint along Halliday’s ‘cline of 
instantiation’ (e.g. Halliday, 2002 [1992]). Halliday’s cline resolved Saussure’s 
unnecessary bifurcation of langue and parole: ‘langue and parole are simply 
diDerent observational positions’ (Halliday, 2005 [1995]: 248). As with strati-
Ccation/realization relations, Halliday also accords the concept of register a 
central place with respect to the cline of instantiation:

I think that the critical intermediate concept, for our purposes, is that of register, 

which enables us to model contextual variation in language. Seen from the instantial 

end of the cline [of instantiation – authors], a register appears as a cluster of similar 

texts, a text type; whereas seen from the systemic end, a register appears as a sub-

system. (Halliday, 2005 [1995]: 248)

We turn now to an illustration of this central concept being ‘put to work’.

Operationalizing register

Given the key role the concept of register plays in describing the relation-
ship of language to its eco-social environment from an SFL perspective, the 
capacity to operationalize the term must be a function of the state of play in 
modelling context. Hasan (2009a) argues that, like other strata, it is possible 
to model context paradigmatically, through the tool which has been used to 
model other strata, namely, the system network (Hasan, 1999, 2004, 2009a). 
She critiques standard SFL applications of the terms ‘Celd’, ‘tenor’ and ‘mode’ 
as vague, lacking ‘checkable’ criteria, and relying on ‘common sense’ (Hasan, 
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Table 1: Function  Rank matrix (Halliday, 2009)
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2009a: 179‒180). System networks for contextualization remain ‘at a nascent 
stage’ (Hasan, 2009a: 181) but these ‘contextualization systems have the dis-
tinction that instead of taxonomizing realized meanings, they actually system-
ize the realization-activating contextual features and attempt to relate context 
to wording via meaning, which acts as the interface between the two’ (Hasan, 
2009a: 181‒182).
 A related but distinct approach to operationalizing register can be seen in 
the way that Matthiessen and colleagues have pursued Halliday’s goal of under-
standing ‘what situational factors determine what linguistic features’. Drawing 
in particular on the work of Ure (1969), Matthiessen et al.’s development of 
a typology of registers is a move towards this understanding. Be typology in 
its current form combines Celd (divided into ‘semiotic processes’ and ‘social 
processes’; with ‘semiotic processes’ further speciCed as ‘expounding’, ‘report-
ing’, ‘recreating’, ‘sharing’, ‘recommending’, ‘enabling’ and ‘exploring’) with 
mode (with ‘medium’ speciCed as either ‘spoken’ or ‘written’ and ‘turn’ speci-
Ced as either ‘dialogic’ or ‘monologic’). Be authors note the absence of tenor 
in this model, but argue that in ‘the area of typology we discuss here, there is a 
strong association between Celd and tenor in certain respects’ (Matthiessen et 
al., 2008: 190).
 Be typology of registers foregrounds a continuum between types of semi-
otic process. It builds complexity into the model by specifying a large array 
of contexts of language in use, showing where these uses interface with each 
other, and relating all this variation back to a central ‘core’ of variation, if you 
will. An important implication here is that the ‘co-selection of options’ across 
the metafunctions at context level is pre-ordained. In the network approach, 
complexity is built in a diDerent way: it is the features which are speciCed and 
arrayed, not the conCgurations. From a theoretical perspective, the network 
approach depicts Celd, tenor and mode as essentially orthogonal variables, 
and although there is debate about the extent to which there is ‘mutual pre-
hension’ (Hasan, 1999: 245) between metafunctions, in practice many plausi-
ble diDerent co-selections are available, both within and across metafunctions
.

Capturing register at work in surgery interaction – networks all 

the way down?

In the pursuit of operationalizing register, one key challenge is Cnding prin-
cipled ways of selecting and co-ordinating analyses, since a comprehensive 
account of all systems, strata and ranks is impossible for anything other than 
very small corpora and/or very small texts (Matthiessen, 1993). Hasan’s and 
Butt’s proposals for modelling context paradigmatically constitute a signiCcant 
advance here, because they make it possible to conduct multistratal analyses 
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by integrating network-based descriptions at the levels of context, semantics 
and lexicogrammar.
 Our illustration in this section takes an ‘interpersonal slice’ (cf. Matthiessen’s 
‘metafunctional slice’, 1993: 276), and tests the possibility of calibrating Butt’s 
tenor network (2003) with Hasan’s network for Commands (2009 [1992]) to 
model the context of surgical interaction (Matthiessen’s ‘metafunctional slice’ 
with ‘multistratal coverage’). We chose the interpersonal metafunction for 
our ‘slice’ because, Crst, it seemed to us that interpersonal ‘situational factors’ 
(tenor) in surgery teamwork bring a very particular kind of pressure to bear on 
the ‘linguistic factors’ observed in surgical interaction (aIer Halliday, 1978). In 
other words we expected that interpersonal choices and structures might con-
stitute something like Halliday’s ‘prototypical syndrome of features’ that char-
acterize a register, for the context of surgical interaction. In particular, we were 
interested in those features through which team members enact, mitigate and 
negotiate control of each other’s actions in a complex and highly repercussive 
environment. Our focus on speech function was a way of testing the plausibil-
ity of using semantic-level categories in register analysis, rather than skipping 
directly from the context directly to lexicogrammatical features, since Halliday 
suggests that register is brought into being when contextual features such as 
tenor activate ‘the corresponding component in the semantic system’. A further 
reason was that the system of SPEECH FUNCTION has been signiCcantly 
developed in Hasan’s work on message semantics, both with respect to delicacy 
and realization, as outlined below (see Hasan et al., 2007; Hasan, 2009b).
 Data for our example are drawn from a project on ‘Systemic Safety in Surgi-
cal Interaction’ (Cartmill, et al., 2007; Moore et al., 2010; Moore, in press). Bis 
research constitutes an important element that had hitherto been missing from 
work on medical safety, which had almost entirely focused on identifying ‘root 
causes’ of adverse events, including ‘communication factors’ (e.g. Wilson et al., 
1999). Very little attention had been given to the question of how it is that, in 
most cases, skilful surgical interaction (not just deI handiwork) manages risk 
and avoids error, on a day-to-day, minute-by-minute basis. As Hasan points 
out (2006: 40) ‘linguistics has its work cut out for it: its job is to demystify the 
production of linguistic meanings’, although we oIen need to mystify it Crst, 
since ‘the world of meanings is experienced by social subjects as “already there”.’ 
Our project undertook a map of such ‘typical-actual’ interaction in surgery. 
See also Smith (2008) and Moore (in press) for accounts of this material which 
build in analyses of body alignment, and intonation, respectively.

The ‘taking over’ episode

Turning now to the example data, Table 2 displays a transcript of talk between 
team members during colorectal surgery. Be episode begins with growing 
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tension about how quickly things are proceeding. Here the senior surgical 
trainee (the Registrar, with 10+ years of medical training/experience) is doing 
the surgery. Be Specialist (a professorial-level surgeon) is in a supervisory 
role, but is also ‘assisting’ the Registrar. Be rising tension puts on notice (Crst 
implicitly then explicitly) the question of swapping roles, and having the spe-
cialist perform the operation. Although there is no space to discuss Celd or 
mode in detail, note that roles relating to both material action and pedagogi-
cal action are simultaneously activated, with their short and long-term goals, 
and their settings along the cline between constitutive and ancillary roles 
for language. Bese two kinds of action can be thought of as Crst order and 
second order Celd (Halliday, 2002 [1977]) and the tenor settings in our discus-
sion relate to these two orders of Celd. An expanded discussion of the Celd 
of surgery practice – with its ubiquitous junior students, senior trainees and 
visiting observers – could also proCtably refer to Bernstein’s notion of peda-
gogic discourse, especially in terms of the relationship between instructional 
and regulative discourses (see e.g. Bernstein, 1996), and how these elements 
conCgure diDerently in surgery from the way they structure other pedagogic 
contexts (see e.g. Christie, 2000).

Table 2: Extract from surgical data – the ‘taking over’ episode

Msg Spkr Text SF

1 S Is it coming? Q

2 R It is. Hmm. S

3 Jenny, I'm just gonna move you in deeper C

4 Grab that C

5 er ah ((exerting considerable force)) -

6 there, just there ((sotto voce)) -

7 ((looks to up and out to middle distance)) -

8 Oh no, yeah, I can feel it. S

9 S Are your Cngers down bel- below it? Q

10 R Almost like a suction eDect at the moment in the pelvis S

11 My Cngers are below it. S

12 S Ok well pull on em hard. C

13 Pull up on that band. C

14 Nah this is -

15 R Nup -
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Msg Spkr Text SF

16 S … faJng, isn’t it Q

17 R It is faJng S

18 S Oh that’s not the word, um. S

19 It's all very stiD in there, just from his previous disease. S

20 Let's just go straight down the middle of the front C

21 and see what we run into. C

22 Can you get a little small sponge thanks N or a medium sponge. C

23 So we've just had a S

24 roll it into a ball, into a roll, C

25 so we’ve been frustrated S

26 and we’ve been – what? – repelled (yep) S

27 so we’re just gonna try another (way) C

28 so just roll that down C

29 that might be too much actually S

30 and get down there, C

31 pull on that bit C

32 and i’ll see if J and i can show you that O

33 J can you – you help me C

34 we’ll both hold a second C

35 you need to get more than one Cnger down there C

36 so - so that you've got a little bit of a front S

37 And an angle ((12 secs silence)) S

38 Let me move the retractor C

((11 messages omitted))

49 R Sorry, I’m in the way, aren’t I? Q

50 S No. S

51 I just can’t stand it any more S

52 R I’m actually getting somewhere now S

53 S No but you're doing – you're doing Cne S

54 R You wanna take over, don’t you. Q

55 S No, no S

56 R Yes you do S
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Msg Spkr Text SF

57 S No. I absolutely don’t want to take over. S

58 R You do, I feel. S

59 S Well? No I don’t, I don’t S

60 R I didn’t say I was going to let you S

Table note: In Column 2 the speaker is shown as S = Surgeon; R = Registrar; Message (aIer Hasan, 
2009[1992], 1996) numbers are displayed in the leI hand column. In the right hand the Speech Func-
tion of each message is shown as Q = Question; S = Statement; C = Command; O = ODer; mes-
sages which show no selection are punctuative messages (cf minor clauses). Shading indicates phases; 
the darkest shade indicates the earliest phase; the lightest indicates the latest phase (analysis of phase 
broadly follows Gregory e.g. 2002), discussed below in relation to variation in tenor.

 How do the specialist and the senior trainee keep their complex and shiI-
ing roles in play, and manage the eventual handover without damage either to 
the patient, or to the quality of the pedagogic relationship which underpins 
surgical training programmes? Be answer lies, in part, in the participants’ 
mastery of registerial principles, particularly regarding the interpersonal 
function. In other words they are relating context to meaning via wording, 
and agreeing suJciently about it to pursue an organized but changing joint 
activity (see Hasan, 2000). As the table above shows, Commands occur very 
frequently in this text (16/50 messages are Commands). Although they are 
not as frequent as Statements (there are 23 Statements, Cve Questions, one 
ODer and Cve punctuative messages) it would seem producing and ‘hearing’ 
Commands appropriately is a central plank of the team’s expertise in relating 
context, meaning and wording, and that the need to be able to do so says 
something important about surgery as a social activity. In order to tease out 
and test this observation, we Crst identify some features from Butt’s tenor 
network (see Figure 2). Bese features, we argue, have a central role in acti-
vating the observed selections in the interpersonal semantics, which will be 
described in the subsequent section (see Figure 3).

Identifying the relevant parameters of tenor

Before commenting on the tenor selections, a very brief word about Butt’s 
model is in order. Whereas Halliday’s original conception of tenor was ‘the 
cluster of socially meaningful participant relationships, both permanent 
attributes … and relationships that are speciCc to the situation, including 
the speech roles’ (Halliday, 1978: 143) and his early tenor descriptions were 
labels such as ‘doctor/patient’ or ‘parent/child’, Hasan modelled tenor as three 
distinct features, namely AGENTIVE ROLE, SOCIAL HIERARCHY and 
SOCIAL DISTANCE (Hasan, 1979, 1985/89). Hasan’s descriptions of SOCIAL 
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DISTANCE and SOCIAL HIERARCHY became inherently comparative, 
although AGENTIVE ROLE remained similar to Halliday’s ‘label’ approach 
(see Hasan, 1985/89). In Butt’s (2003) model, tenor has been modelled as 
parallel systems in a network, and the contrasts are outlined and illustrated 
in Figure 2. Be value of this approach is that potential contrasts between 
co-selections of Celd, tenor, and mode become numerous, and the analyst can 
map the character of a particular instance (or set of instances) as a particular 
conCguration of choices across all these ‘domains of contrast’ and compare it 
against any other instance, broader dataset/corpus, or idealized variety.

 In the ‘Taking over’ episode above, the ‘hot spots’ in the network are 
arguably the dimensions of AGENTIVE ROLE and SOCIAL HIERARCHY. 
Within AGENTIVE ROLE, the instance above selects [reciprocating], since 
‘the relation is bi-directional, i.e. the participants/actants … act on each 
other’ (Butt, 2003: 15). Bat is, in order to teach/train/mentor the (surgical) 
teacher needs a (surgical) trainee; likewise the assistant surgeon role only 
exists with respect to a principal surgeon. Going further in delicacy within 
the choice of [reciprocating], this instance selects [complementary] rather 

Figure 2: Selections in SOCIAL HIERARCHY and AGENTIVE ROLE in ‘Taking 
over’ text (After Butt, 2003. See note 7 for explanation of shaded boxes.)
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than [equal] agentive roles, since the teacher’s role and the learner’s role are 
not the same. Compare this with the roles of, say, two debaters: the debaters 
have [reciprocal] roles, but the roles are [equal] (even though the quality of 
their arguments may not be!)
 Within SOCIAL HIERARCHY, our instance selects [immutable] for 
teacher-student role, but [mutable] for the surgeon-assistant role relations. 
Bis can be seen in a change in actant status between the Specialist and the 
Registrar that Cnally occurs at message 91. Be hierarchical diDerences are 
[declared] i.e. made explicit to all within the discourse community, by spatial 
and linguistic patterning. All of these selections (and more) are features of the 
‘relevant context’ (Hasan, 2009a) because they motivate the kind of semiotic 
behaviour that occurs in the surgical instance and how it will be interpreted. 
In other words they activate and contextualize patterns on lower strata.

Identifying ‘activated selections’ in the semantics

We now turn to the semantic level descriptions. As outlined above, our 
passage has been analysed in terms of Hasan’s network for Commands (Hasan, 
2009[1992]; see also Hasan, 1996, 2006 for general discussions of semantic 
networks. Be command network is part of a set of networks that covers the 
four speech functions, which Hasan called the system of ROLE ALLOCA-
TION. See Hasan, 1996). Hasan’s Command network extends the delicacy 
available for undertaking analyses of speech function. For our example of 
register analysis in surgery, we use only the Crst two ‘levels of delicacy’ within 
Command out of Cve levels of delicacy set out by Hasan, since signiCcant 
patterning in the register in question occurs at this relatively indelicate level, 
according to our results. See Hasan (2009 [1992], 2009b) for (slightly diDer-
ent) versions of the full network.
 Be challenge for register techniques at this level of the analysis is to answer 
questions such as: What are the semantic options that are typically taken up in 
the register in question, under which contextual pressures and why? How do 
the semantic selections and co-selections construe the contextual conCgura-
tion of surgery, in one instance, as it unfolds and shiIs logogenetically? How 
do the semantic selections and co-selections of some members and some 
teams diDer, and what does this indicate about their status, expertise and 
career potential? How do these selections assist us to understand and model 
what the situation demands? We cannot answer these questions in the scope 
of the paper, but for the purpose of illustration, we explore how the inter-
personal semantic selection ‘command’, and the selection of speciCc types of 
commands, uttered by diDerent members of the team, actively construes the 
complex and shiIing tenor roles within the surgical team.
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Speech function types as ‘favoured and foregrounded’ options

Figure 3 displays both the systems of choice available once the features 
[demand] and [goods and services] which together construe the speech func-
tion ‘command’ are selected at message level, and the distribution of command 
types occurring in our example text. Be shaded boxes indicate those gram-
matical features which realize the semantic options in the network, according 
to Hasan’s model. Beside some options, small grey boxes show S for Specialist 
or R for Registrar, indicating options taken up in at least one message, and 
by whom. Be roman numerals in the grey boxes show in which phase of the 
episode the option is selected.











 















 

 

 










 


















Figure 3: Semantic network for speech function ‘Command’, showing options taken up 
in the ‘Taking over’ episode (after Hasan, 2009 [1992]; some further options in delicacy 
not displayed).

 As the network shows, a Command can have the semantic feature [sugges-
tive], in which case it will be realized crucially (although not in isolation) by 
preselecting the Crst person plural as the Subject of the clause which realizes 
the Command as message. An example of a [suggestive] command from our 
data is We’ll both hold a second. Another is Let's just go straight down the middle 
of the front. Be contextual value of this semantic feature is that it presents 
the command as a directive, but construes the proposed activity as a joint 
enterprise. In the synoptic context of our example, a [suggestive] Command 
arguably serves to construe the tenor dimension of Agentive Roles as [recip-
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rocating]. From a more dynamic perspective, the [suggestive] command with 
its plural Crst person Subject can be seen as a way of holding the reciprocal 
role relations constant for now; it is a way of saying that the action needs to 
change but the agentive roles remain ‘us as we are’. In contrast to [sugges-
tive] commands, wherever the Subject of the clause realizing the command is 
second person, implied second person, or Crst person singular, the Command 
is said to be [non-suggestive]. An example would be Roll it into a ball. Be 
contextual value of this choice [nonsuggestive; exhortative] is the construal 
of the command more as advice and possibly even criticism, and less as joint 
enterprise.
 Be other major ‘cut’ in Hasan’s description of Commands which is 
relevant to our illustration is the choice between [exhortative] and [non-
exhortative] commands, which basically follows the distinction at lexico-
grammatical level between imperative and indicative mood respectively. 
Following on from that, there is an option for non-exhortative commands to 
be either [assertive] or [consultative], where [assertive] commands preselect 
declarative mood (with some further stipulations, such as modal Finite); 
and where [consultative] selects interrogative: polar as mood (but not inter-
rogative more generally).
 Not only does the Crst step into the system oDer three sets of freely combin-
able options, two of these systems oDer further delicacy of description, yielding 
quite an array of diDerent interpersonal positionings in making a command 
Our example above of the command We’ll both hold on a second is not only 
[suggestive] but also shows the feature [non-exhortative]. Within the feature 
[non-exhortative] two further options are opened up: [assertive] versus [con-
sultative]. Our examples is an instance of the [assertive] type. On the other 
hand, a Command such as Can we swap sides? combines two ‘soIening’ fea-
tures, if you like – namely [consultative] and [suggestive]. Where commands 
are [non-suggestive] and [asssertive] a further distinction between addressee-
oriented (You need to get more than one !nger down there) and speaker-oriented 
(I’d like fresh gloves) applies, as realized by the choice of Subject person.

Favoured semantic options construe tenor and phase

Turning to the distribution of Command types within our example episode, 
Figure 3 shows that the Registrar uses a smaller number and variety of Com-
mands than the Specialist. Be Registrar uses Commands which are [exhorta-
tive; non-suggestive; non-consultative] e.g. Grab that. She also uses a form 
with the junior medical student for which Hasan does not appear to have a 
category, in Jenny, I’m just gonna move you in deeper, but which is clearly also 
[non-suggestive; non-consultative] (we come back to this further below).
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 Be Specialist’s choice of Command type seems to be related to the phase of 
the episode, a point which recalls Firth’s interest in the interaction of spoken 
language with the context of situation, and ‘the way each moment both narrows 
down and opens up the options available at the next’ (Halliday, 2005 [2002]: 
178). When the context is relatively stable (phase 1: messages 1‒14) the Spe-
cialist selects Commands with the features [non-suggestive; exhortative] e.g. 
Pull up on ’em hard, directed to the Registrar. As the contextual conCguration 
becomes more unstable (message 15D), the Surgeon’s commands polarize into 
[assertive: addressee oriented] – You need to get more than one !nger below 
it and, on the other hand, [consultative] and/or [suggestive] – Can we swap 
sides? In the moments when actants are carefully re-negotiating their roles, the 
specialist, in whom ultimate authority and responsibility resides, uses types of 
commands which treat the Registrar ‘as if she has the right to demur’ (Hasan, 
2009 [1992]: 293). Be Registrar does not use these kinds of Commands at all, 
and stops making Commands at phase 2. Our interpretation of the patterns 
shown in Figure 3 is that they are motivated, in part but very strongly, by the 
patterns displayed in Figure 2. In other words, the Contextual ConCguration 
(but in particular the mutable, complex agentive relations identiCed above) 
appears to mediate message type and delicacy within type, by speaker and 
addressee. A fuller analysis displays other patterns which are coherent with 
these semantic tendencies (Moore, in press).

Register expands meaning potential in several ways

It is axiomatic in register studies that contextual settings constrain meaning 
potential and the episode presented here is no exception. Commands are 
arguably more frequent in this context than in English overall, or in many 
other contexts. In addition, the selection of options within the Command 
system is quite restricted, as Figure 3 suggests. However, it also seems that the 
phenomenon of register can, in some sense, expand the meaning potential of 
an instance (not just of the system of language overall, as Matthiessen (1993) 
cogently argues) since the set of lexicogrammatical features which count as 
realizing a command appears to be expanded by the contextual conCguration 
here.
 Our evidence for this claim is that in Message 3 we saw that I’m just gonna 
move you in deeper is construed as a Command. Messages realized by declara-
tive clauses are normally construed as Statements unless they have either 
second person Subject plus modal Finite (You need to move in deeper), or the 
speaker is construed as Crst person Senser in a projecting alpha-clause, with 
second person Subject/Actor in the beta-clause (I’d like/I want you to move in 
deeper). In our example, instead, the speaker is Crst person Subject/Actor in a 
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Material Clause with Addressee as Goal. However, it is not diJcult to supply 
the semantic analogy between these grammatical conCgurations, since each 
implies the speaker’s preference regarding the addressee’s state or envisaged 
action.
 Arguably then, the contextual conCguration(s) of surgery predispose par-
ticipants to interpreting messages as Commands: in other words it is harder 
in surgery than in other contexts to hear a message as anything other than 
a Command, and there is more semiotic material available for making and 
varying Commands. Bis point illustrates Halliday’s claim, noted earlier, that 
one of the reasons grammatical choices may mean diDerently is the prob-
abilities of such choices in the general system, versus their take up in a given 
register. Note also that in identifying this message as a Command we are, as 
always, shunting between the view from ‘below’ (citing a lexicogrammati-
cal realization that is agnate to more typical realizations of Commands); the 
view from ‘above’ (noting that the conCguration of agentive roles, goals, and 
types of action increases the probability of Commands occurring); and the 
view from ‘round about’ where, among other things, we form and test our cat-
egories by considering the likely response to such utterances: if Jenny doesn’t 
move in, we would predict a repeated or perhaps a more congruent wording 
of the Command.

Challenges and prospects in register analysis

Before closing this example, there are a number of shortcomings and chal-
lenges we will pursue at length elsewhere but want to mention here. First we 
want to forestall some possible misinterpretations from our pragmatic use of 
one incomplete text analysis. Presenting only tenor and interpersonal seman-
tics does not mean that a full register analysis could be done without con-
sidering experiential or textual patterning. It is also important to note that 
although we value the ‘slice’ through one metafunction as an eJcient way of 
providing a multistratal view, it is not our view that only interpersonal systems 
in the grammar or semantics are involved in realizing interpersonal values in 
higher strata, or that interpersonal features such as mood, modality, speech 
function and others (tense, polarity, etc.) are never involved in construing 
Celd and mode (see Hasan, 1995, on this point). Providing only one small 
text (segment) should also be taken within the context of our purpose in this 
paper. Our explication of this text is presented by way of illustrating the ways 
in which we feel the analytical categories of context, semantics, lexicogram-
mar (and intonation) need to be made to speak to each other. Be relations we 
have posited between the contextual features of tenor and the semantic fea-
tures of speech function seem plausible for our text. But our claims can only 
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have a tentative status until they can be tested across many more instances, 
and more registers.
 A workable quantitative framework is sorely needed for testing ques-
tions such as whether there is a consistent relationship between the contex-
tual parameters and the semantic parameters we found in the ‘Taking over’ 
episode. At the moment, register studies are still divided, in our view, between 
approaches which prioritize complex models of language but can’t quantita-
tively test their hypotheses yet (like the work displayed here), and those which 
prioritize sampling strategies and automated coding and therefore can only 
handle more parsimonious models of language, although computational reg-
ister proCles based on co-selection of lexicogrammatical categories are gaining 
ground. As information is assembled, combined and compared across regis-
ters, and across quantitative and manual approaches to register, it becomes 
more plausible to make a representative sample of English that appropriately 
encompasses variation at the strata and ranks of interest, rather than attending 
quantitatively only to crude indices of the variables that matter (see e.g. Teich 
(2003) for discussions of these issues, and Halliday (2005 [2002])).
 Looking further out, to register typology, a quantitative framework is also 
needed for answering questions about the extent to which contextual conCgura-
tions like those in surgery apply the same pressure on interpersonal semantics 
as other ‘apprenticing’ contexts that share a similar complex material and peda-
gogical Celd, along with similar tenor. Would our surgery context prove to be a 
diDerent register from mentoring a motor mechanic, if we take unique stratal 
alignments between context, semantics and wording to be the measure of ‘a’ reg-
ister? Perhaps the particularly repercussive nature of surgical work, along with 
the kind of cultural capital, time investment, and eventual collegiality (but also 
the professional/institutional allegiances and cleIs between medical, nursing 
and other groups) that are involved in becoming a surgeon, all work together 
to make it necessary or functional for members to have a complex repertoire of 
conveying instructions to each other in surgery that is not as elaborated in ‘blue 
collar’ industries. Be most important thing to note here is that this is an empiri-
cal question. It is impossible to test claims about consistent relations between 
register and other discourse categories if register is treated as a ‘natural kind’ that 
corresponds to folk categories of situation, which is why a parametric approach 
at all levels holds considerable promise, despite the challenges.

Concluding remarks

Putting concepts such as register to work is crucial to developing the concept, 
since ‘theory and description develop in interaction’ (Matthiessen, 1993: 
224), and the challenges that arise through description, as we have seen 
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above, feed into the further development of theory and hence into future 
methods for application. Be meaning of the variations seen above can 
only be interpreted by reference to the context of a situation; and the vari-
ation selected by register can only be understood with reference to system 
potential. Bis fact underlies Matthiessen’s (1993) call for a ‘two-pronged 
approach’ to register studies.
 Just as we can look at context in ‘variable degrees of delicacy so we can give 
whole families, subfamilies or single registers contextual values depending on 
the degree of delicacy we select within context’ (Matthiessen, 1993: 236), so it 
might be possible to give contextual variables from the perspective of diDer-
ent individuals, groups of individuals or even technology. Bis is particularly 
important when using the context networks as outlined by Hasan (1999) and 
Butt (2003).
 Despite the challenges inherent in register studies, in this paper we have 
illustrated something of the theoretical and instrumental value of Halliday’s 
notion of register. One of the values of the notion is that we do not have to 
describe everything or deal with the full complexity of the culture. Bis does 
not mean that we do not keep the culture in mind. Any picture of a part of 
the system necessarily has the full system behind it. Register is perhaps best 
understood as a dialectic – between system and instance – since the two are 
never actually possible without each other. It does not so much sit between 
system and instance, as it is a take on system and instance at the one time. It is 
the culture brought to bear on the instance of the social process. Bis means 
that we are not faced with the unhelpful uniqueness of each instance, because 
we are viewing it through the system and therefore foregrounding the shared 
aspects. Neither are we confronted with the seemingly impossible task of tran-
scribing the inCnity of culture because we are viewing the culture through 
the aperture of the instance. Be robustness of Halliday’s account of register 
– robust in the sense that the term’s relation to each other term in the theory 
is explicit – resolves the problem for linguists (as set out in Halliday, 2003) of 
‘the nature of a semiotic fact’. It does so by creating a means of bridging the gap 
between theory and observation.

Notes

 1. Martin has sometimes downplayed the distinction between his and Halliday’s model. 
He suggests in English Text that ‘there is nothing substantive’ in the distinctions between 
claims about the realization of text structure in his and Hasan’s models (1992: 505), although 
in other places he highlights speciCc diDerences – see e.g. his point about ‘rejecting [Halliday’s] 
association of genre with mode’ (Martin 1999: 31) and foregrounds the opportunities for 
an expanding ‘metatheoretical space’. By the same token a recent paper by Martin (2009) 
identiCes Halliday’s model of social context as having ‘led to the development of genre analysis, 
particularly in Australia’ (2009: 154). Be claim is referenced in relation to both his and Hasan’s 
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work – implying that the term ‘genre’ by the two scholars can be essentially equated. Further 
evidence for our claim that Halliday’s conceptualization of register has been obscured can be 
found in Bateman’s recent work on multimodality and genre, in which he claims that Hasan’s 
early work shows ‘clearly’ the view of genre as ‘“staged, goal-oriented social processes” that has 
subsequently become a cornerstone of approaches to genre in general’ (Bateman, 2008: 186). His 
history of work on genre includes reference to ‘the Cnal move to genre within the SFL account’ 
(2008: 184), made on the basis, according to Bateman, of the problematic ‘“homogeneneous” 
view of text’ which register apparently oDers, a view that he suggests is countered by bringing 
in Martin’s notion of ‘genre’. It is worth noting here that Halliday has not adopted Martin’s 
alternative proposal.
 2. Bis paper was published with McIntosh and Stevens, but it was in the main written by 
Halliday ‒ see footnote to the paper, published in Language and Society, Volume 10 on Halliday’s 
Collected Works. 2007 [1964]: 37.
 3. By orthogonal here we mean that the primary systems Celd, tenor and mode (and to 
a lesser extent the domains of contrast within each) are considered to be potentially indepen-
dent or uncorrelated. Hasan (1995, 1999) discusses the type and degree of interdependence that 
appears to exist between diDerent contextual features, and their relation to register; more discus-
sion is needed in our view. However, one beneCt of an ‘orthogonal’ network approach is that it 
can reveal historical and cultural diDerences in which contextual features can co-occur in a cul-
ture, and which conCgurations construe ‘non-contexts’.
 4. Butt’s mimeo on ‘Parameters of Context’ includes Celd, tenor and mode networks 
which have been adapted and extended from Hasan’s expanded network for Field (Hasan, 1999) 
and her earlier work on these parameters.
 5. Bis project was supported by an ARC Discovery Project, CIs D. G. Butt and J. M. 
Cartmill, named A. P. A. Moore. Data included 60 hours of videotaped routine surgical 
interaction.
 6. Hasan’s three tenor features were refashioned in Butt (2003) into three interacting, 
parallel systems in a network, working along similar lines to Hasan’s model (1999) for Field, with 
an additional fourth system, Network Morphology, as a way of bringing social networks into the 
Tenor frame, giving approximately 100 selectable features just for tenor. A better indication of 
how much territory is encompassed by these networks may be a measure of ‘degrees of freedom’ 
but it is diJcult to ascertain these in a hierarchical model, e.g. it is not clear whether the most 
delicate options should have the same weight as ‘earlier’ nodes in the network.
 7. Additional delicacy can be built in by the analyst, and multiple passes through the 
system are ‘allowed’. In the Tenor diagram, the grey boxing shows a Crst pass which relates 
primarily to the institutional demands of the context of situation (complementarity of roles 
in the operating suite, the [declared; immutable; hierarchical] status of professor to a junior 
staD member/trainee, etc. Be paler grey boxing indicates a second pass through the system, 
showing choices that pertain to the emerging professional solidarity between the two primary 
interactions as colorectal surgeons (e.g. emerging mutability of the hierarchy, collegial basis of 
the hierarchy, etc.).
 8. Be square brackets denote this term is a selection from a system network.
 9. Bis is treated as a Command because in response to this utterance, Jenny adjusts 
her posture and utters a compliance token ‘mm-hmm’. Be alternative view would be to treat 
‘I’ll move you in’ as a Statement, and the ‘mm-hmm’ alone could of course realize merely 
an acknowledgement in a statement, so this token does not in itself count as evidence of a 
response to a command. Jenny does not wait to be adjusted but responds as one would expect 
a student to respond to a command, by performing the action represented. Bis, plus our 
expectation of disruption were the student to treat the registrar’s utterance unequivocally as 
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a Statement, pushes us towards interpreting it as a Command. Of course speech functions, 
as instances, oIen remain fuzzily interpreted without disrupting discourse Fow – see e.g. 
Matthiessen et al. (2005).
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The impact of the medical emergency
team on the resuscitation practice of
critical care nurses

N Santiano,1 L Young,2 L S Baramy,3 R Cabrera,2 E May,2 R Wegener,4 D Butt,5

M Parr,6 Clinical Analysis Group

Background: Medical Emergency Teams (MET)/rapid
response are replacing Cardiac Arrest teams in acute
hospitals. There is a lack of knowledge about how
Critical Care Nurses (CCNs), rostered on MET
construct their responsibilities/roles.
Objective: Assess MET nurse activities at different
hospitals.
Methods: The authors used visual ethnography;
selecting Systemic Functional Grammar as our
methodological framework. The Generic Systemic
Potential was used to guide the coding of visual and
inferential meaning of the activities of MET nurses.
CCNs coded over 6 h of videoed MET calls, sampled
across three hospitals, Sydney, Australia.
Results: The first layer of coding contained 1042
discreet tasks. They were sorted into 15 Areas of
Practice (AOPs) and then allocated to aspects of
performance (psychomotor and cognitive). The AOPs
‘Assisting with Procedure’ through to ‘Monitoring Vital
Signs’ reflect psychomotor skills which account for
almost half (48%) of the AOPs at site 1 and three-
quarters at sites 2 (70%) and 3 (78%). Eight generic
responsibilities/roles were identified. ‘Ongoing
Assessment,’ ‘Re-evaluating Risk’ and ‘Prioritising
Interventions’ were the most prominent. The patterns
differed by hospital: ‘Re-evaluating Risk’ was
prominent for sites 1 and 2 but less so for site 3.
Conclusion: ‘Ongoing Assessment’ and ‘Re-evaluating
Risk’ occupied almost half of the MET nurses time,
whereas ‘Establishing Patient Acuity, the key activity in
CA teams, occupied only 4%. These findings provide
evidence of the roles of CCNs in the MET and suggest
that education and training of MET nurses should
support these roles.

INTRODUCTION

Medical Emergency Teams (MET) and
Outreach teams are replacing Cardiac Arrest
(CA) teams in acute hospitals.1e6 The overall
aim is the early identification and interven-
tion of at-risk patients.1e6 The MET is
staffed by critical care nurses (CCNs) and

intensivists.1 7 8 It may be described as an
itinerant team of ICU clinicians providing
care outside the walls of ICUs.9 The reasons
for MET calls are many and varied, and range
from relatively minor to life-threatening
situations.6e10 Historically, research into
resuscitation and trauma has focused on
correct implementation of protocols. Little
attention has been given to aspects of the
clinical performance of resuscitation practi-
tioners, particularly CCNs and how they use
their experiential knowledge within MET.10 11

BACKGROUND

The ‘Novice to Expert’ concept suggests that
postgraduate nurses have two different ways
of knowing: theoretical and experiential.11

The latter was the topic for our study, based
on the concept that a MET call is an exem-
plar of the need to apply experiential
knowledge in response to the contingent
nature of nursing practice.11

In 1984, Benner introduced the concept:
‘the trademarks of expert practice is its
contingent nature; action is taken depending
on the particular rather than the typical situ-
ation at hand.’11 She contended that: ‘we
cannot afford to ignore knowledge gained
from clinical experience by viewing it only
from simplified models or from idealised,
decontextualised views of practice.’11 She
identified a need to understand ‘how the
context and meanings inherent in clinical
situations influence the performance of the
expert.’11 A few studies have applied Benner’s
concept to explore the performance of
specialist nurses.12

We aimed to explore knowledge and
meanings in the performance of MET nurses,
based on the visual and inferential meaning
of observed clinical practice.

1CNC, MET, The Simpson
Centre for Health Services
Research, Liverpool Hospital,
Sydney, Australia
2The Simpson Centre for
Health Services Research,
Liverpool Hospital, Sydney,
Australia
3Quality Assurance Resource
CNC, The Simpson Centre for
Health Services Research,
Liverpool Hospital, Sydney,
Australia
4Centre for Language in
Social Life, Macquarie
University, North Ryde,
Australia
5Department of Linguistics,
Macquarie University, North
Ryde, Australia
6Intensive Care Unit,
University of New South
Wales, Liverpool Hospital,
Sydney, Australia

Correspondence to
Nancy Santiano, Simpson
Centre for Health Services
Research, Liverpool Health
Service, Locked Bag 7103,
Liverpool BC NSW 1871,
Australia; Nancy.Santiano@
sswahs.nsw.gov.au

Accepted 27 August 2009
Published Online First
6 January 2011

BMJ Qual Saf 2011;20:115e120. doi:10.1136/bmjqs.2008.029876 115

Original research



METHODS

Methodological framework
Systemic Functional Grammar (SFL) was the framework
for our study, a social semiotic approach which views all
behaviour as potentially meaningful.13 Within SFL, all
behaviour and the environment surrounding it can be
examined from the perspective of how it creates
meaning.13 Instances which share a similar function
within the culture, for example MET calls, are likely to
share a similar structure, termed the Generic Structure
Potential (GSP).14 Research suggests that it is possible to
state a GSP.14 A GSP does not exclude variation, but this
variation will relate in a specific way to the function of
that context in the culture. Hence, it is a useful tool for
gaining an understanding of the roles/responsibilities of
participants (MET nurses) in a context (MET calls).

Sampling
Purposive sampling was used to capture 26 MET calls,
sampled across a Tertiary Referral Centre (site 1),
a Major Metropolitan Hospital (site 2) and a General
Metropolitan hospital (site 3) in a Sydney South West
Area Health Service, between June and December 2006.
MET calls were filmed over 8 weeks, covering all shifts,
including weekends, to allow for temporal variation in
the structure of care. One camera focussed on the MET
nurse during the MET call.

Analysis
The videos were analysed by two researchers and 18 CCNs
with an average experience of 11 years in Critical Care and
8 years in theMETsystem. Analysis was based on Benner’s
premise that such professional groups ‘share a large
stock of intersubjective meanings that all participants
understand on an explicit level.’11 This provided access to
the experiential knowledge of MET nurses.11 This
reflexive approach to coding was a key analytical strategy
to ensure relevance and credibility of our findings.
Visual and inferential meaninga of the actions of the

MET nurses were annotated separately for each video.
Differences in counts and proportions were used to
summarise and describe the data. Differences do not
represent statistical differences but profile the differ-
ences in the patterns of clinical practice, in response to
the context of each MET call.
Data were coded in three orders of abstraction based

on GSP.14 The first order was at the more concrete level
of narrow task-orientated assessment. The second and
third orders of abstraction make explicit the pressures
that model the choices MET nurses make in the context
of MET calls, and local culture. Context means the
myriad of factors that are in operation during a MET call
and may cause the MET nurse to act in a particular way

as the MET call unfolds. Participants only coding MET
calls videoed in their hospital ensured that knowledge of
cultural insiders are brought to the analysis. Data
management and analysis (orders of abstraction) are
described in appendix 1.

RESULTS

Videos totalled 10 for site 1, 6 for site 2 and 4 for site 3,
representing a total recording time of 6 h and 41 min
over an 8-week period. The number of videos reflected
the relative frequency of MET calls for each hospital.

First Order of abstraction (tasks)
The number of tasks were: 526 for site 1, 293 for site 2
and 223 for site 3. The typicality and the intensity of
some of the tasks were different for each of the three
hospitals. The number of tasks also reflected the number
of METs per hospital. Overseeing MET was the most
prominent task for site 1; documenting was the most
prominent for site 2; and cardiac monitoring was the
most prominent for site 3.

Second Order of abstraction
Fifteen Areas of Practice (AOPs) were established as
a result of sorting all tasks from Stage 1 analysis
(appendix 2). Data were arranged into three subsets:
one predominantly based on psychomotor skills, one
based on cognitive skills and one where neither
appeared to dominate.15 16

The subset ‘Assisting with Procedure’ through to
‘Monitoring Vital Signs (VS)’ constitutes psychomotor-
based skills. They accounted for half of the AOPs at site 1
(48%) and three-quarters at sites 2 (70%) and 3 (78%).
Most of the MET nurses’ time was spent on ‘Gathering
Information’ (cognitive and psychomotor) at site 1; for
site 2 it was ‘Monitoring VS’ (psychomotor); and for site
3 it was ‘Performing a Procedure’ (psychomotor).

3rd Order of abstraction (responsibilities/roles)
Eight generic responsibilities/roles were identified
(figure 1). The eight roles all MET nurses employed
were ‘Ongoing Assessment’ (27%), ‘Re-evaluating Risk’
(19%), ‘Prioritising Interventions’ (17%), ‘Documenta-
tion’ (9%), ‘Participating in Management Plan’ (5%),
‘Establish Patient Acuity/Risk’ (4%) and ‘Recognise the
Expertise of Home Team’ (2%). Overall ‘Ongoing
Assessment,’ ‘Re-evaluating Risk’ and ‘Prioritising
Interventions’ were the most prominent responsibili-
ties/roles. The way MET nurses sequenced these
responsibilities/roles varied with each of the MET calls,
moderated by the specific context of an MET call.
The pattern differed by hospital: the role ‘Re-evalu-

ating Risk’ was prominent for site 1 and site 2 but far less
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so for site 3. For ‘Prioritising Interventions,’ this pattern
was almost reversed: this role was prominent for site 2
and site 3 but much less so for site 1 (figure 1).
‘Performing a Procedure’ was the AOP most

commonly used by all hospitals for the role ‘Prioritising
Interventions.’ ‘Providing basic care’ was most common
for site 1. For the role ‘Ongoing Assessment,’ MET
nurses from site 3 most commonly used ‘Monitoring VS,’
whereas MET nurses from site 1 utilised ‘Gathering
Information.’ ‘Gathering information’ and ‘Monitoring

VS’ were used most often at all three hospitals for the
role ‘Re-evaluating risk’ (figure 2).

DISCUSSION

MET nurses allocated half of their time (46%) to two of
their eight roles, ‘Ongoing Assessment’ (27%) and
‘Re-evaluating Risk’ (19%), and only 4% to ‘Establishing
Acuity/Risk.’ The latter role constitutes core activity for
conventional Cardiac Arrest teams. Thus, our findings

Figure 1 Patterns of
responsibility/roles of Medical
Emergency Team nurses for all
three hospitals.
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re-evaluating risk.

BMJ Qual Saf 2011;20:115e120. doi:10.1136/bmjqs.2008.029876 117

Original research



suggest that the context of MET calls has reshaped
resuscitation practice for MET nurses; they provide
evidence for the concept proposed by Dr Benner: ‘the
context and meanings inherent in clinical situations
influence the performance of the expert.’11

The patterns of the eight roles varied by hospital;
‘Re-evaluating Risk’ was more prominent for site 1
(figure 1). This finding is consistent with the concept of
the GSP: role variations at the hospital level relate in
a specific way to the function of MET calls in the context
of the culture of each hospital.14

Layering the annotations in three orders of abstraction
meant that analysis moved from the parts back to the
whole.13 We were able to explore in detail the expert
performance embedded in the clinical practice of MET
nurses. To describe AOP, we used the Domains of
learning proposed by Bloom.15 16 We created three
categories based on the psychomotor and cognitive
aspects of performance (appendix 2). There was a need
to understand technical skills and problem-solving
strategies, rather than compile lists of nursing tasks.13 14

For the ‘Re-evaluating Risk’ role, the AOP ‘Gathering
Information,’ a blend of psychomotor and cognitive
practice, was most prominent. Another important AOP
within this role, ‘Monitoring VS,’ was almost exclusively
psychomotor based. Thus, the details of the second layer
of analysis indicate that while applying a range of routine
skills, for example, monitoring VS, the MET nurses
engaged in high-level clinical problem solving as defined
in the Competency Standards for specialist CCNs.12

In their role, ‘Re-evaluating Risk,’ MET nurses evalu-
ated and responded to changing situations. This involves
not only stabilising the vital signs of patients, but an
assessment of the fit between levels of care and the needs
of patients. Skills associated with oxygen therapy, 12-lead
ECG, intravenous fluid administration, critical thinking
and decision-making are centre stage in monitoring
at-risk patients.17 18

The pattern of AOPs within the ‘Re-evaluating Risk’
role was different for each hospital, reflecting the impact
of the context of culture on performance. The most
striking difference was for the AOP, ‘Receiving/relaying
information,’ a cognitively based skill: for site 1 the
proportion was 15%, for site 2 it was 1%, and for site 3 it
was not applied at all. The other prominent AOP,
‘Gathering information,’ a combined psychomotor and
cognitive AOP, also varied by hospital: it constituted
almost half of the role at site 2 and only 19% at site 3.
When observing the context of MET calls at site 3, it was
apparent that ‘Gathering information’ was predomi-
nantly undertaken by the MET doctor. This phenom-
enon as well as the nature of the METcalls might explain
the need for MET nurses to engage in more psycho-
motor-based skills at site 3. It is important to emphasise

that site 3 MET nurses constructed a response tailored to
their context. Their psychomotor-based response did
not diminish their capacity for critical thinking and
decision-making in managing patient risk.17 18

We selected SFL and GSP13 14 as our analytical guide;
and co-opted the CCNs as researchers. This framework
provided new knowledge about how CCNs adapt their
performance during MET calls. It provides evidence that
the MET system has redefined resuscitation practice
compared with CA teams.
The impact of hospital culture on clinical performance

during an MET response was an important finding. It
highlights the importance of understanding local culture
when developing education and professional support for
MET nurses. Proficiency in advanced resuscitation skills
was not sufficient to sustain the performance of MET
nurses in our study, as they responded to the clinical
demands presented by a broad range of clinical problems.
As expert clinicians, they were influenced by the context
and meanings inherent in three different hospital
cultures.13 14 18 This was borne out by the commonality
and the differences displayed in their construction of
responsibilities/roles. Overseeing MET being the most
prominent task for MET nurses in site 1 reflected the
supervisory role these nurses play because of the avail-
ability of resources to support MET in comparison with
other sites. It was onlyMET nurses at site 1 who took on an
‘External role’ (ie, answering phone calls about beds
during MET); they also had the opportunity to ‘Learn
from home teams’ (ie, cardiologist troubleshooting
a pacemaker problem) in the specialised environment of
site 1. Hence, our study provides information about how
MET nurses contextualise expert performance.11 18

CONCLUSION

This study provides new knowledge on the role of MET
nurses. ‘Ongoing Assessment’ and ‘Re-evaluating Risk’
occupied almost half of the MET nurses time, whereas
‘Establishing Patient Acuity,’ the key activity in CA teams
occupied only 4%. Education and training of MET
nurses should support these roles.
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APPENDIX 1

Data management and analysis
Data management
< Videotapes were converted into a format compatible with the ELAN

software19 used for coding and managing the data. The measures

applied to safeguard privacy and confidentiality have been published

elsewhere.20

< The study was approved by the local Human Research Ethics

Committee with all participants providing written, informed consent.

Orders of abstraction
< For each video, the smallest units of meaning of the actions of the

Medical Emergency Team (MET) nurse (‘measure BP’) were

annotated separately and then cross-referenced between two

researchers. Thereafter, all annotating and analysis was group-

based. In the second round of coding, participants sorted the tasks

annotated during Stage 1 into Areas of Practice.15 16 This

represented a more abstract level of coding the data, where

situational and clinical aspects were incorporated. At the third round,

changes (tropes) in the responsibilities/roles of the MET nurse were

identified as the MET call unfolded. This stage reflects the highest

order of abstraction, the context of culture of MET, and includes

information about the expert practice embedded in the resuscitation

practice of MET nurses. Layering the annotations in three orders of

abstraction created a framework whereby analysis moved from the

parts back to the whole.
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APPENDIX 2

Areas of practice

Areas of practice (second-order analysis) Tasks

Psychomotor skills Monitoring vital signs Physically check vital signs (eg, blood pressure, pulse, respiration,
temperature and oxygen saturation; set up monitoring equipment and report
results), request and relay vital signs

Performing a procedure Perform procedures to stabilise the patient (eg, performing 12-lead ECG,
blood glucose level and oxygen therapy)

Troubleshooting Fix malfunctioning equipment (eg, alarms and intravenous access)
Assisting with procedure Assist with any procedure (eg, blood collection, 12-lead ECG, fluid

administration)
Organising equipment Locate, set up and disconnect equipment
Providing basic care Observe Occupational Health and Safety Guidelines, protect patient privacy,

reassurance and housekeeping
Documentation Scribing role

Cognitive Skills Overseeing MET Observing the MET scene, without verbalising but assessing and evaluating
the process

Receiving/relaying
information

Act as a conduit for relevant information relevant to the MET process
(eg, patient history, reason for MET call)

Education/feedback Imparting knowledge to another individual such as staff or patient
Handover Relay information to establish continuity of care

Cognitive and
Psychomotor Skills

Gathering information
other than vital signs

Glean information other than vital signs, reviewing notes and procure
laboratory results

Facilitating care Oversee the completion of tasks (eg, delegate blood glucose level (BGL),
coordinate administration of medication and identify the need for procedures)

Terminating MET Packing up the MET trolley with the intent to leave or verbalising the need
to close MET

MET, Medical Emergency Team.
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