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choices and that therefore “social factors must be made part of a model of text in order

to fully account for its contextual conditioning”.

The study includes much valuable discussion of methodology. The author rightly
claims that “by questioning every step taken both in the gathering of the corpus and in
its analysis much can be learned which is of interest to a theory of discourse”. The
corpus too is of interest in its own right, consisting of text collected in sociolinguistic
interviews with fifty adult speakers of Australian English in Sydney. In order that full
value may be given both to the methodological discussion and to display of the data,

we are publishing this monograph in two volumes.

Margaret Berry (on behalf of the editorial committee)
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Abstract

This study brings together two approaches to linguistic variation, Hallidayan systemic-
functional grammar and Labovian variation theory, and in doing so brings together a
functional interpretation of language and its empirical investigation in its social

context.

The study reports on an empirical investigation of the concept of text. The
investigation proceeds on the basis of a corpus of texts gathered in sociolinguistic
interviews with fifty adult speakers of Australian English in Sydney. The total corpus
accounted for in terms of text type or ‘genre’ numbers 420 texts of varying length, 125
of which, produced in response to four ‘narrative’ questions, are investigated in greater
detail in respect both of the types of text they constitute as well as of some of their
linguistic realisations. These largely ‘narrative-type’ texts, which represent between
two and three hours of spoken English and total approximately 53000 words, are
presented in a second volume analysed in terms of their textual or ‘generic’ structure as
well as their realisation at the level of the clause complex. The study explores in some
detail models of register and genre developed within systemic-functional linguistics,
adopting a genre model developed by J.R. Martin and others working within his model
which foregrounds the notion that all aspects of the system(s) involved are related to

one another probabilistically.

In order to investigate the concept of text in actual discourse under conditions
which permit us to become sufficiently confident of our understanding of it to proceed
to generalisations about text and its contextual conditioning in spoken discourse, we
turn to Labovian methods of sociolinguistic inquiry, i.e. to quantitative methods or
methods of quantifying linguistic choice. The study takes the sociolinguistic interview
as pioneered by Labov in his study of phonological variation in New York City and
develops it for the purpose of investigating textual variation. The question of
methodology constitutes a substantial part of the study, contributing in the process to a
much greater understanding of the very phenomenon of ‘text in discourse’, for example
by addressing itself to the question of the feasibility of operationalising a concept of

text in the context of spoken discourse.

The narrative-type texts investigated in further detail were found to range on a

continuum from most experientially-oriented texts such as procedure and recount at
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Abstract

one end to the classic ‘narrative of personal experience’ and anecdote to the
increasingly interpersonally-oriented ‘exemplum’ and ‘observation’, both of which
become ‘interpretative’ of the ‘real world’ in contrast to the straightforwardly
representational slant taken on the same experience by the more experientially-oriented
texts. The explanation for the generic variation along this continuum must be sought in

a system of generic choice which is essentially cultural.

A quantitative analysis of clausal theme and clause complex-type relations was
carried out, the latter by means of log-linear analysis, in order to investigate their
correlation with generic structure. While it was possible to relate the choice of theme to
the particular stages of generic structures, clause complex-type relations are chosen too
infrequently to be related to stages and were thus related to genres as a whole. We find
that while by and large the choice of theme correlates well with different generic
stages, it only discriminates between different genres, i.e. generic structures in toto, for
those genres which are maximally different. Similarly, investigating the two choices in
the principal systems involved in the organisation of the clause complex, i.e. the choice
of taxis (parataxis vs. hypotaxis) and the (grammatically independent) choice of logico-
semantic relations (expansion vs. projection), we find that both those choices

discriminate better between types more distant on a narrative continuum.

The log-linear analysis of clause complex-type relations also permitted the
investigation of the social characteristics of speakers. We found that the choice of
logico-semantic relations correlates with genre and question, while the choice of taxis
correlates with a speaker’s sex and his membership of some social group (in addition to
genre). Parataxis is favoured by men and by members of the group lowest in the social
hierarchy. Age on the other hand is not significant in the choice of taxis at all. In other
words, since social factors are clearly shown to be significant in the making of abstract
grammatical choices where they cannot be explained in terms of the functional
organisation of text, we conclude that social factors must be made part of a model of

text in order to fully account for its contextual conditioning.

The study demonstrates that an understanding of the linguistic properties of
discourse requires empirical study and, conversely, that it is possible to study discourse

empirically without relaxing the standards of scientific inquiry.
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TEXT AND CONTEXTUAL CONDITIONING IN SPOKEN ENGLISH
Volume One: Text

Notational Conventions

The conventions listed below apply on the whole to both volumes, the major
differences being that the representation of textual examples in Volume 1 is influenced
by having to serve particular objectives in the context of some argument, while the
primary objective in Volume 2 is to present a fair transcription of spoken texts with a

simultaneous display of their generic structure and clause complex relations.

The transcription aims to strike a balance between the kind of faithfulness which
records any and every noise made by interactants on the one hand and the kind of
idealisation and regularisation of speech which represents speech as a carefully planned
if spoken activity. While the former style of transcription may render the transcribed
text quite unreadable and useless for any analysis other than one whose aims are to
shed light on interaction per se, the latter is likely to give a misleading picture of both

the nature of the spoken language as well as of the spontaneous production of text.

For this reason hesitation phenomena, for example, have not been transcribed but
pauses have been represented. Most of the self-corrections have also not been
transcribed since a ‘slip of the tongue’, which is corrected, or the repetition of some
wording, especially when it is no more than a kind of hesitation, tell us nothing of great
interest. Some instances of correction, especially where a wording ‘fades out’, are
transcribed since the following wording at times builds on the very wording left trailing
in the previous one and would itself become difficult to understand without it. Equally,
some false starts have been transcribed since their wording may be built on later on in
the text, e.g. by a pronominal reference to a fully lexical item in an abandoned clause at
an earlier point. Lastly, the interviewer’s linguistic and paralinguistic expressions of his
role as listener are excluded since they are irrelevant to the largely monologic

production of these texts. (See also discussions in Volume 1, Sections 4.1 and 4.3.)

The texts as presented here aim to be readable despite the addition of generic and
grammatical coding. It is greatly regretted that there are no indications of intonation
included. Apart from lying outside the interests pursued in the thesis, the inclusion of
any intonation analysis in the texts themselves would have severely affected the texts’

readability.
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Notational Conventions

1. General

Speakers are identified as ‘GP’, the current writer and interviewer, and ‘I’, the
interviewee. Where necessary, a third party is suitably identified.

Self-corrections, including ‘broken-off” words, are indicated by a dash placed
immediately to the right of the corrected item and, if such items can be excluded
from the textual and grammatical analyses without distortion, they are also enclosed
in single curly brackets.

Interjections by a third party, including the interviewer, as well as interpolations by
the interviewee (and any responses to them by a third party) which clearly lie outside
the text are enclosed in double curly brackets.

Doubtful text, i.e. text which could not be heard, is indicated by being ‘enclosed’ in
empty single parentheses; similarly, if the status of the transcribed item is doubtful it
is enclosed in single parentheses.

Gestures, laughter, etc., are so indicated in double parentheses.

Slips of the tongue which are not corrected are transcribed but interpreted by giving
their likely meaning enclosed in single inverted commas inside double parentheses.

Pauses are indicated by three dots; no attempt is made to quantify the length of the
pause except that a very lengthy pause marking the end of a text is indicated by a
triple sequence of three dots.

Continuation of text which is not transcribed is indicated by ‘... (continues)’.

Conventional punctuation is largely limited to indicate group boundaries, e.g. to
separate vocatives or to signify elaboration at group rank, as well as to isolate those
interpersonal or textual clauses which have been ignored in the clause complex
analysis, e.g. adjuncts such as you know, as | told you, I’m sorry (as part of reported
speech), etc., as well as certain kinds of repetition such as the commonly repeated
projecting clause | said.

In addition, conventional punctuation is also used to indicate exclamations and
questions unambiguously. Elsewhere at clause rank, clause complex notation is relied
on instead of standard sentence punctuation, with clause complex-initial words being
capitalised redundantly.

The major exception to the practice of minimal punctuation at clause rank pertains to
the need to indicate those wordings whose status as reported speech or thought is not
already indicated by the clause complex notation because they are not structurally
related to a projecting process. This may apply to a clause (‘simplex’) or clause
complex which are clearly not projections yet still reported speech or thought in a
non-structural sense, and in those instances single inverted commas are used to
signify thought and double inverted commas speech; conversely, this may apply to
some wording which is not part of a projected clause, such as the ubiquitous you
know which may or may not be part of the projection, and in those instances the
status of the wording excluded from the projection is indicated by virtue of the actual
projection being enclosed in inverted commas contrary to the usual practice.
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Spelling of ordinary words reflects non-standard pronunciation in only one instance,
viz. the common me for my as in me dog.

Loudness as one particular realisation of prominence is indicated by upper-case
spelling of the word or syllable in question.

2. Text

Boundaries of each text are indicated by three cross-hatches ###.

3. Genre

Generic structures, i.e. genre categories, are signified by name in upper-case
preceding the whole text, e.g. NARRATIVE.

Generic stages, i.e. elements of generic structure, are signified by names in small
capital letters preceding the relevant part of the text, e.g. ORIENTATION.

Recursed generic structures or recursed generic stages are signified by being
numbered sequentially, e.g. ARGUMENT (1), ARGUMENT (2).

Abandoned, resumed, continued, etc., generic stages are signified as such by being
labelled in parentheses, e.g. REORIENTATION (abandoned).

Embedded generic structures and embedded generic stages are signified as above (in
smaller print) but indented, the status of the structural ranking of all elements being
inferrable from the relative position of the category labels and the relevant text, e.g.

ORIENTATION:
RECOUNT
ORIENTATION
RECORD

REORIENTATION

COMPLICATION
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Notational Conventions

4. Clause complex
Logico-semantic relations are indicated by:
EXPANSION elaboration

extension +
enhancement X
PROJECTION locution “
idea
Tactic relations are indicated by:
parataxis Arabic numerals: 1,2,3..
hypotaxis Greek letters: a, B, v, 0, € ...
Boundary markers: ||| |||  clause complex boundary
Il clause boundary
| group/phrase boundary

enclosed (interpolated) clause

embedded (rankshifted) clause

|
3 4
5 6 enclosed (interpolated) group/phrase
12
[ 1] embedded (rankshifted) group/phrase

Non-experiential clauses are not coded as part of the clause complex analysis. For
example, clauses such as you know or rhetorical interpolations such as the ‘self-
querying’ what was the other one? in and he picked out two dogs, the cattle dog and
a— what was the other one? — collie, sheltie; textual clauses such as and as | said;
don’t you tell him? ” will have their status as technically separate clauses indicated
by conventional punctuation such as commas or hyphens and, in the latter case,
‘additionally’ by the non-application of single or double inverted commas. (However,
the common modalisation | think is not usually ‘set apart’ from coded clauses in this
way since it is rarely spoken on a separate tone group.)

Numbering in subscripts enclosed in parentheses is such that single clauses not
entering into any clause complex are treated as units on a par with complexes, i.e. are
treated as ‘simplexes’; e.g. (3.1) followed by (3.2) means one complex with two
related clauses, whereas (4.1) followed by (5.1) etc., means that (4.1) is a single clause
structurally unrelated to any other clause in the text.

Rankshifted clauses which themselves form clause complexes have their clause
complex relations indicated but are left unnumbered.
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Exemplification of clause complex relations

(after Halliday 1985¢:197)

paratactic hypotactic

EXPANSION

elaboration

The man was very pale; My mother had had dachshunds,
1 o

he didn’t like dogs. which she’d bred.

extension

We bought this one She’s the worst I’ve ever seen
1 a

and she was terrible. except she had a terrific nature.
+2 + B

enhancement

John liked a beagle We kept them for a while
1 o

so we bought a beagle. because it was our first litter.
x2 X

PROJECTION

locution

The chap said: They told me
1 o

“Oh why don’t you show it?” that there was still one left in the litter.
“2 “B

idea

I thought: The judge thought
1 o

‘I’ll buy Joan a nice birthday present.’
2

she was afraid of being in the ring.

B
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Chapter 1: Relevant Models of Textual Variation

Chapter 1:

Relevant Models of Textual Variation

This study is concerned with discourse as ‘text’, i.e. with questions pertaining to the
production and comprehension of those stretches of languaging within the essentially
continuous and unbounded (oral) discourse of ordinary daily life which are commonly
perceived to be discrete units, constituting texts which are describable apart from the
discourse within which they may occur. The imposition of discreteness itself, and the
making of distinctions between the units thus created, is nothing more than a
manifestation of the familiar human quest for creating seeming order out of seeming
chaos. Some of the commonly made folk-terminological distinctions between
categories of discourse, for example those between a ‘story’ and a ‘description’, are
evidence for the contention that such distinctions are not inventions of professional
linguists, anthropologists or semioticians but instead are based on an understanding
shared by the members of a speech community that such categories reflect more or less
closely related ‘types’ of languaging. This study is an attempt at making explicit the
nature of some of the distinctions between types of text, the conditions of their
unremarkable and unremarked-on production and comprehension, and their function in

everyday spoken discourse.

The study of text as it is perceived here is part of the study of discourse generally,
encompassing forms that may be spoken or written, monologic or dialogic, formal or
informal, interactional or non-interactional, two-party or multi-party, and many other
forms based on a multitude of other distinctions — all of which oversimplify the
phenomena characteristic of discourse by presenting them as seemingly
straightforward, and thus often dichotomous, choices. The focus of this study is on the
structure of different text types or ‘genres’ produced by single speakers in the context
of the sociolinguistic interview as originally developed by Labov (1966a). To use a
distinction that has come into vogue in discourse studies in recent years, its focus is on
‘text-as-product’ rather than on ‘text-as-process’ although the meaning of this

characterisation is uncertain and its adequacy doubtful.

The seemingly narrow focus on text type, studied in the context of the production
of largely monologic, minimally interactional discourse, is considered warranted for

two reasons: One, since the phenomenon of a seemingly bounded, relatively self-
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contained text which represents a token of some text type is found in all kinds of
discourse including the most highly ‘process-like’, e.g. a narrative jointly told in a
multi-party conversation, it is important to understand its particular properties for a
general theory of discourse to succeed; and two, although the phenomenon of relatively
bounded text is found everywhere, certain aspects of discourse, specifically those
which are conditioned by the particular contributions due to an individual’s group
membership, can really only be studied by observing an individual’s production in a

context the parameters of which can be explicitly stated to a high degree.

Within the terms of the theory of text adopted in this study, text is to be
investigated in a SYNOPTIC! rather than a DYNAMIC perspective, the former largely
corresponding to the static description which characterises all (sentence) grammars
while the latter corresponds more closely to the real-time description only beginning to
be developed in order to generate text by computer. The synoptic perspective is
certainly the appropriate one for an investigation of text which assumes, judiciously,
the existence of text types in order to better control their conditioning factors in an
empirical study. But since the investigation is one of spoken texts we may confidently
expect such a synoptic perspective to be found lacking at times, i.e. to reveal
something about the limits of a synoptic account, demonstrating at least the desirability
if not the necessity of a complementary perspective on the same text (see Section 2.3

for discussion).

The attempt to contribute to a model of discourse which aims at being ‘generative’
in the sense of being both explicit as well as oriented towards discourse production,
albeit via the less ambitious pursuit of the more limited concept of text, is forced to
take seriously the notion that a linguistic phenomenon that is both ‘larger’ than, and
very different from, any unit at a phonological or grammatical level will exhibit
variability of various kinds. One such kind of variability presents a challenge to a
theory of discourse which is in principle no different from that presented to a theory of
phonology or grammar. As at those levels of linguistic description, what is necessary is
an explicit statement of ‘when a difference makes a difference’, and when it does not.
In other words, what is necessary is an explicit formulation of the ‘emics’ and ‘etics’ of
discourse pertaining to the definition of text types, to adopt the extension of a

distinction familiar from phonology suggested by Pike (1954/1967). But while the

1Terms intended to be understood as technical terms are written in small capitals at their first mention.
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Chapter 1: Relevant Models of Textual Variation

issue itself may be familiar from traditional linguistic analysis, the actual problem of
defining and reliably identifying types of text raises the issue of variability from an at
most peripheral one in phonology and syntax to a central one in discourse analysis —
not the least because the work of many generations of linguists which has provided a
rich foundation for any study of phonological or syntactical phenomena has absolutely

no counterpart in the study of phenomena in the area of discourse or text.

The other kind of variability is different in kind from anything generally dealt with
in linguistic analysis. The concept of text employed in this study views text as a
semantic unit and not as some kind of giant unit of phonology, morphology or syntax.
For example, the view of text as a context-free morphological pattern created without
reference to meaning implicit in the work by Harris (1952) or as a syntactic unit akin to
the sentence and generated in the fashion of transformational-generative grammar
(TG), e.g. by van Dijk (1972), i.e. views associated with pre- and post-Chomskyan
American structuralism respectively, is specifically rejected. Instead, following
Halliday & Hasan (1976), Halliday (1977), text is considered a SEMANTIC UNIT which
is realised in language, the ‘unity’ of text needing to be stated in terms of a theory of
context rather than in the terms of traditional formal semantics. According to this view
of text, the meanings that find their expression or realisation in text can only be found
in the social and cultural context of the production and comprehension of text as
encountered in everyday life. As the title of Halliday (1977) has it, text constitutes a
‘semantic choice in social contexts’. It is therefore proposed in this study that, in order
to further the aim of a comprehensive model of discourse, those aspects of context that
contribute to a given text being an instance of one text type rather than another be

considered contextual meanings which somehow need to be built into the model itself.

Such a model of discourse or text then encompasses a number of different types of
abstraction, something which presupposes a stratification of context and language
similar to that accepted for the linguistic system itself, and for the same reasons, viz. to
be able to relate the different types of abstraction to one another in a realisational
relationship, e.g. those of dependency at the level of semantics to those of constituency
at the level of syntax. Such stratification of a unified model of context and language is
but a reflection of that general property of grammar which makes it possible ultimately
to represent an untold number of distinctions of different kinds in a very small set of

phonological distinctions.
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An important consequence of a model of text which is contextually oriented in the
terms described above is that the nature of the realisational relationship between
context and language must be held to be one of greater or lesser likelihood, i.e. that the
relationship is probabilistic, since categories of contextual meanings, however
modelled, cannot possibly stand in a one-to-one relationship to the categories modelled
at the different levels of the linguistic system. And while this is clearly the case for the
relationship between context and language generally, it is equally so, and non-trivially,
for the relationship between text type and text token. (In principle, this is also true for
the relationship between linguistic abstractions at different levels of the linguistic
system, such as between semantics and syntax, and syntax and phonology, although the
degree of pre-selection of abstractions at a lower level by those made at a higher level
is such as to make the statement of the realisational relationship in probabilistic terms

less important.)

A direct consequence then of building context into a model of discourse is that it
can only be non-categorical — while it is certainly possible to characterise, to sketch so
to speak, general properties of discourse, including general properties of text types, it is
impossible to state such properties truly explicitly without resorting to stating them in
terms of statistical tendencies. What is therefore needed to build theoretical models of
discourse or text are ways of modelling linguistic variation — and ways of incorporating

the concept of linguistic variation into the empirical study of text or discourse itself.

1.1 The Quantification of Choice

Two approaches which represent quite different yet complementary kinds of linguistics
in the context of the study of text, viz. M.A.K. Halliday’s systemic-functional
grammar, henceforth SFG, as a model of LANGUAGE AS A SOCIAL SEMIOTIC and
William Labov’s quantificational approach to urban dialectology, in which he laid the
foundations for an empirically grounded model of LANGUAGE AS A VARIABLE
SYSTEM, recommend themselves to a study of the structure of text. If text is correctly
viewed as the probabilistic realisation of contextual meanings, then an empirical study
of text is of necessity in some sense concerned with the quantification of choice. While
Halliday’s major work is concerned with the modelling of choice in language, Labov’s
work is largely identified with the quantification of linguistic variation as a way to
understanding processes of linguistic change, and the social distribution of linguistic

choice, to name but two. Bringing together relevant aspects of their work is seen here
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as a most promising route towards a theoretically rich model of text which is firmly
grounded in an empirical study of texts since the quantificational methods developed
by Labov, and the variationist paradigm thus initiated, potentially ‘mesh’ with the type
of grammar developed by Halliday.

In his quantitative study of vowel variation in English in New York City, Labov
(19664a), building on his (1963) Martha’s Vineyard study of the social motivation of
sound change, not only pioneered a new way of doing empirical linguistics but also
produced a study whose major theoretical outcome was the weakening of the
categorical view of linguistic realisations. While the emphasis of this work was on the
social conditioning of linguistic features, Labov’s (1969a) attempt at modelling such
variability probabilistically in VARIABLE RULES sought to integrate quantitative
information about the occurrence of linguistic features in their social and linguistic
contexts into the grammatical description of the features themselves. The main
significance of this step therefore lay in the (partial) replacement of the concept of
categoricality with that of INHERENT VARIABILITY. Labov’s innovative approach to the
study of variable linguistic behaviour has since led to the development of a whole new
way of doing linguistics, variously referred to as QUANTITATIVE LINGUISTICS,

QUANTITATIVE PARADIGM, VARIATION THEORY, etc.

Using the concerns and practices of variation theory as his point of departure, the
theoretical continuity between modelling phonological and grammatical variation
probabilistically is underlined by Sankoff when he says that variation theory is ‘in
large part the study of to what extent these probabilities are intrinsic to language as a
system, and how extrinsic considerations impinge’ (Sankoff 1978:236). But while the
desirability, and even possibility, of extending Labovian-style variation studies ‘above
and beyond phonology’ without this involving ‘a conceptual leap’ (G. Sankoff 1973)
may have been taken for granted by most variationists, the problems of successfully
doing so were certainly underestimated. As a result, the so-called linguistic variables or
constraints typically investigated have largely been phonological, morphophonemic

and morpho-syntactic or morpho-lexical but rarely ‘purely’ syntactic, to use a typology

of the linguistic variable suggested by Romaine (1981:15).

Variation studies have typically investigated the association between the realisation
of the linguistically possible variants of some linguistic variable, such as presence vs.

absence of [r] as the variants of /t/ (Labov 1966a) or the alternation of avoir and étre as
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the realisation of the auxiliary in compound tenses of certain French verbs (G. Sankoff
& Thibault 1977), and the linguistic and extra-linguistic factors likely to condition the
realisation of the variable. An example of a linguistic, or internal, conditioning factor is
the presence/absence of a morpheme boundary following /t,d/ in the case of final stop
deletion in consonant clusters (e.g. Wolfram 1969). Non-linguistic, or external,
conditioning factors commonly pertain to speaker, typically speakers’ sex, class,
ethnicity, etc., as well as to style, typically features of the social context in which the
language data was produced such as ‘casual style’, ‘reading style’, ‘interview style’,
etc. While such non-linguistic or external conditioning was in early work typically
accounted for not in a variable rule but in a separate statement of such conditioning
effects (cf. Wolfram & Fasold 1974:118, fn.16), current analyses using the varbrul
programs developed by D. Sankoff incorporate both types of conditioning factor. (For
a discussion concerning the mathematical modelling of such constraints, see Kay 1978;

Kay & McDaniel 1979; Sankoff & Labov 1979.)

It has been an unstated assumption in almost all variation studies that the linguistic
variables to be studied are those whose postulated variants mean ‘the same thing’, i.e.
have the ‘same truth-value’ (Labov 1978:2). (But see Romaine (1981) for a critique of
Labov’s use of the concept of truth-conditional equivalence.) Responding to a demand
by Lavandera (1978) for an extension of variation studies to the study of meaningful
variation, Labov restates a classic functional interpretation of language derived from

Biihler (1934), viz. that there are

two major functions of language that are opposed to the representational use:
the self-identification of the speaker, and his accommodation to the listener.

and goes on to conclude — very much on behalf of variationists everywhere,
considering the examples of studies cited — that

To the extent that we recognize their importance, we will take a narrow view of
representational meaning.
(Labov 1978:2-3)

In other words, the variationist position, at least as enunciated by Labov, is that
although the significance of representational meanings is acknowledged in principle,
the linguistic variation actually to be studied may be meaningful only in the sense that
it reflects a speaker’s self-identification and his accommodation to his listener,
captured by the external variables ‘speaker’ and ‘style’ that are typically part of a

variationist study. Variation of that kind, studied by investigating some so-called
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‘sociolinguistic variable’, i.e. a linguistic variable which is said to ‘correlate(d) with
some nonlinguistic variable of the social context’ in a regular way (Labov 1972¢:237),
is always tacitly assumed to be meaningful only in the sense of what (Hudson
1980:179) calls an ‘index of membership strength’. (For variation studies which
explicitly reject the straitjacket of ‘truth-conditional equivalence’, thereby effectively
abandoning the concept of the sociolinguistic variable as defined by Labov, and which
rely instead on a concept of ‘functional equivalence’, see Dines 1980; Lavandera 1981;
Schiffrin 1985b.)

Variation studies have regularly demonstrated correlations between the linguistic
behaviour of speakers and the social features considered to be criterial of their group
membership, thus providing a base line, quantitatively speaking, for a further, and
conceptually different, kind of ‘stylistic’ variation which is due to two kinds of
interaction, viz. (i) due to differences between the linguistic tasks performed by
speakers of the same group; and (ii) due to differences in interaction with members of
different groups when performing the same task. It is this latter type of variation, the
‘stylistic’ or contextual variation, which is functional in the sense of Biihler’s
functional model of language adduced by Labov. The differential behaviour of
speakers according to social group membership, geographical provenance, generation,
age, etc., is clearly just as ‘functional’ but by reference to a model of society and its
vertical and horizontal stratification rather than a model of language production in

context, of language-in-use.

It is my contention that the achievements of variation theory in demonstrating the
patterned association of certain types of linguistic phenomena, i.e. mainly phonological
and low-level syntactic ones, with extra-linguistic phenomena were made possible
initially because of the restriction of its data to that which is meaningful only in the
sense of signifying ‘solidarity’, such solidary behaviour being largely influenced by
who the speaker is interacting with and by what he is doing. Although Labov himself
argues that this limitation is a necessary restriction of the domain of variationists’
investigations in order to achieve the necessary rigour, it could equally be argued that
the limitations were — at the time — at least partly a reflection of the Bloomfieldian
legacy in American linguistics which eschewed statements of meaning other than those
in a formal semantic sense. Although the development of ‘pragmatics’ since then has

of course led to a lively concern with contextual meaning, it is arguable whether
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pragmatics is actually widely considered to be part of language in the sense of the

phenomena of its descriptive domain being considered part of a theory of grammar.

However, it may also be argued that the limitations on the phenomena to be
investigated are very likely partly due to the type of grammatical model within which
most variation studies are set, viz. typically some version of a transformational
grammar (see also Hudson 1986b:1054), which is concerned with modelling linguistic
structures, rather than choices, and with speakers as psycho-cognitive rather than as
social beings. And while variationists have found it perfectly possible to operate
successfully with a dichotomy of linguistic vs. non-linguistic, or extra-linguistic,
variables or constraints in the domain of phonological variation, the lack of a fully
developed functional model of language which might permit the investigation of
grammatical variation, i.e. of linguistic behaviour that is very likely to be meaningful
in the widest sense, has stood in the way of the study of grammatical variation within
variation theory. Put differently therefore, I would contend that had Labov (1966a)
attempted to quantify linguistic variation of a representational kind, the model of
grammar available to him as the dominant one in American linguistics at the time, i.e.
TG, would not have lent itself as readily to the study of syntactic variation as the

formalism of TG did to the study of phonological or low-level syntactic variation did.

But any attempt at an empirical investigation of textual variation, and likewise any
attempt at building a generative model of text, depends on a model of language which
facilitates the probabilisation of grammar, i.e. a model of language which takes
seriously the otherwise unremarkable observation, since reflecting a fundamental
Saussurean insight, that ‘The fact that grammatical structures incorporate choice as a
basic building block means that they accept probabilization in a very natural way,
mathematically speaking.” (Sankoff 1978:235). However, the grammatical model
which in a very general way provides the theoretical background for most variation
studies, i.e. some form of generative grammar ultimately derived from TG, does not
accept probabilisation in a very natural way because of its focus on structure rather
than choice. Furthermore, TG as a model of a linguistic competence that is to be
explained in terms of individual psychology, and which seeks to model such
competence essentially at the level of the sentence in terms of rule-governed

behaviour, does not make it the obvious model for the study of textual variation.
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On the other hand, the theoretical thrust of Halliday’s SFG as a model of a
linguistic potential that is to be explained in terms of the social life of speakers, and
which seeks to model linguistic choice at all levels of the linguistic system as a
resource, contrasts markedly with that of TG. It is in these two respects, viz. having a
focus on paradigmatic vs. syntagmatic relations and on the social vs. the psychological,
that SFG and TG differ most significantly and it is for the above reasons that
Halliday’s model of a functional relationship between language and context, and which
models the relations obtaining as choices, suggests itself as the model most suitable for
a study of text. (Hudson’s (1986a) view that the difference between SFG and TG is
theoretically minimal and essentially one of different research interests, SFG simply
being more concerned with a study of text, would probably come as somewhat of a

surprise to most linguists acquainted with both theories.)

Halliday’s work is premissed on a particular perception of the nature of language
and of the linguist’s role vis-a-vis the object of his study, viz. (i) that language is a
meaning system; and (ii) that it is the linguist’s task to account for it as such. The name
‘systemic-functional’ given to Halliday’s model reflects the two principal strategies
used to accomplish this goal: language is modelled systemically, i.e. as a system of
choices, and it is interpreted functionally, i.e. its form is motivated by what language
has to do for its speakers. A functional interpretation of language makes possible a
unifying theory of language and its context and it is this which Halliday’s concept of
‘language as social semiotic’ aims at by placing ‘language in the context of the culture
as a semiotic system’ (Halliday 1978a:191; emphasis added). It 1is this
conceptualisation of language and its environment as systems of meaningful,
dialectically related choices, as ‘meaning potentials’ (Halliday 1972) in both a
phylogenetic and an ontogenetic sense, which provides the theoretical basis for
successfully extending the study of phonological variation pioneered by Labov to

syntactic variation.

Central to Halliday’s thinking is the concept of choice, formalised in a system of
choices in a technical sense. It is ‘systemic choice’ on which Halliday’s entire model of
language as a social semiotic (system) rests. The model incorporates the notion of the
variable realisation, and therefore of necessity probabilistic realisation, of context in
language and for this reason Labov’s concept of inherent variability (in the individual),
whether conditioned linguistically (‘internally’) or socially (‘externally’), seems

perfectly compatible with functional concepts of the determination of linguistic choices
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by contextual ones. In fact, Halliday’s model — being systemic and functional — makes
it possible to contemplate the probabilisation of grammar begun with the postulation of
variable rules in the context of phonological variation by Labov (1969a). (The concept
of a ‘variety grammar’ developed by the Heidelberger Forschungsprojekt on second-
language acquisition by foreign workers in Germany is clearly relevant here although
the grammatical model underlying their work — a context-free phrase structure
grammar — is arguably not the way to build a general model of language in context; see

Klein & Dittmar 1979.)

Although the idea that language is in some sense probabilistic is not new, as
Sankoff (1978) points out, it is largely due to Labov’s work that the concept of
probability has become respectable again in language studies. (See Sankoff 1978 for a
review of the history of probability in linguistics; also Sankoff (1986) for an
interpretation of the role of probability in variation theory.) Halliday’s interest in
incorporating the concept of probability in grammatical theory goes back to the use of
probability in early information theory (Shannon & Weaver 1949; see also Cherry
1957/1966). Its influence can be traced to his earliest published work, Halliday (1956),
where he expresses the relations between the grammatical categories of Modern
Chinese in terms of their probability of occurrence. Even before that though, in his
doctoral dissertation in 1955 (=Halliday 1959), he had made the detailed and
comprehensive statement on the frequency of grammatical categories in a fourteenth

century text of Chinese part of his description.

It was Halliday’s work on the grammar of Chinese, incorporating quantificational
statements as it did, which led him to hypothesise: (i) that grammars are inherently
probabilistic (Halliday 1961:259, 1971¢/1973:116); and (ii) that grammatical systems
principally belong to one of two types in terms of probability: In one type of system, its
categories or features are likely to occur with a distribution tending towards
equiprobability, i.e. they occur with a ratio of 1:1, while in the other type of system, its
categories or features are likely to tend towards a strongly ‘skewed’ distribution, i.e. a
distribution with a ratio in the order of 9:1.2 So, in addition to believing with Labov, in
very broad terms, that the relationship between language and its semiotic environment
is probabilistic, Halliday also hypothesises that the linguistic system itself is
probabilistic. His position thus goes beyond that which is implied by the application of

21 first heard Michael Halliday expound the hypothesis in any detailed form in a seminar conducted by him in the Department of Linguistics, University of

Sydney, in April 1979; see also Halliday (1987a).
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the concept of probability to the relationship between choices in a structure in variation

theory.

Although the research interests of Halliday and Labov are very different, the basic
position taken by both on the nature of (at least some aspects of) linguistic variation,
viz. that it is both functional and realised probabilistically, is very similar. The work of
both scholars is often referred to as ‘sociolinguistics’ and both reject the label where it
is intended to imply a contrast between ‘socio’ linguistics and linguistics ‘proper’.
However, the direction taken by each within a linguistics for which the social nature of

language is a fundamental tenet is very different.

Halliday considers his functional linguistics a ‘sociological’ linguistics in the sense
of Firth (1935/1957:27) — cf. Halliday (1974b/1978a:35) — since his model of language
and its determining semiotic environment incorporates theories of social structure and
process (Halliday 1978b:108ff). Labov on the other hand considers his linguistics to be
a ‘social’ linguistics which is characterised by ‘the use of data from the speech
community to solve problems of linguistic theory’ (Labov 1966a:v). The discontinuity
in their work thus lies in the status given to social facts: For Halliday, they are part of a
general social-semiotic theory focusing on language while for Labov they are outside
linguistic theory but have explanatory value for problems dealt with in the theory, e.g.

for theoretical problems concerned with linguistic change.

Whereas Halliday’s work tends to minimise the dichotomy of ‘language as object’
vs. ‘language as instrument’ by a constantly shifting focus between language and
society with the goal of building a model of a human meaning system in which
language plays a central role, Labov’s perspective essentially maintains the dichotomy
but reverses the familiar position of the (non-linguist) social scientist whose object of
study is society and for whom language is an instrument to better study it. Such a
difference in emphasis notwithstanding, the fact that Halliday and Labov share a
commitment to the study of language as a social phenomenon, i.e. share an ‘inter-
organism’ perspective, and are thereby clearly distinguished from linguists pursuing an
‘intra-organism’ perspective (cf. Halliday 1974a:81) makes the task of bringing about a

synthesis of their theoretical approaches all the more interesting.

The work on linguistic variation initiated by Labov (1963, 1966a) represents a
strong reaction against an American structuralist linguistics which had its basis in the

Saussurean dichotomy of ‘langue’ and ‘parole’ and which posited language in a
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collective consciousness but divorced it from its speakers, thus paving the way for a
linguistics whose data was the linguist’s intuition. Halliday, on the other hand,
continues in the tradition of a Firthian linguistics which never accepted the Saussurean
dichotomy (cf. Lyons’s ‘Foreword’ to Labov 1972c). Also, Firth’s demand that there
always be a ‘renewal of connection’ has meant that in the work of Firth’s students a
constant testing of linguists’ abstractions against ‘operational’ or contextualised
language, rather than an exclusive reliance on ‘citational’ or dictionary-like language,
has prevented the development of those ‘abstract systems of qualitative and deductive
thinking that have dominated linguistics in its more philosophical, categorical mode’

criticised by Labov (1975:229).

Approaching Labov’s work from a systemic perspective, it is the continuity with a
Firthian, i.e. European, linguistics which impresses and rather less the challenge to an
orthodoxy not shared in the first instance. It is therefore not doing violence to either
scholar to attempt an extension of variation studies to meaningful variation, i.e. to
extend the domain of variation studies to syntactic variation as any concern with
textual variation must be, and be prepared to consider such syntactic variation to be at

least potentially synonymous with semantic variation.

1.2  Overview of other Models of Text

The model of text adopted for this study will be one that has been developed in SFG,
and its description will be the subject of Chapter 2. One of the main advantages of
using a SFG model of text — especially so in an empirical study — lies in the very fact
that it is underpinned by a functional grammar which relates its categories to context,
and it is this aspect which makes Halliday’s ‘comprehensive analysis of English [one]
which is relatively easy to apply to texts — something which no other school has to
offer’ as Hudson (1986a:793) observes. There are many points of contact between SFG
models of text and other models developed within different theoretical frameworks,
both within linguistics and in other disciplines. But if it is true to say that grammatical
theories are not generally noted for their applicability to text, it is equally true that
most models of text are not noted for their ability to be easily related to theories of

grammar.

The SFG approach to text adopted in this study will obviously be most closely

related to other functional models of texts, most prominent among these being the
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model proposed by Labov & Waletzky (1967) and developed in Labov’s (1972b)
(partly quantitative) study of certain aspects of oral narrative. The reason for this is that
Labov, at least implicitly, also operates with the concept that non-linguistic meanings
which are shared collectively and whose interpretation is based on convention, i.e.
which are cultural meanings, are realised in language. On the other hand, the work by
Longacre (1974, 1976, 1977, 1983) on text structure, while functional in orientation, is
less suitable to a study of text aspiring to contribute to — if not itself achieving — a
quantitative account of textual variation since it does not seek to account for generic
structure in terms of the realisation of non-linguistic meanings but instead in the
‘sentence-to-text’ extension of syntax favoured in tagmemics; see also Pike & Pike
(1983).

Ultimately similarly syntactic approaches to text go back to Propp’s (1958)
formulation of a ‘morphology’ for the Russian folktale, originally published in 1928,
and to Harris® (1952) procedurist approaches to text analysis in linguistics. While
Harris’ distributional approach has little appeal today, the concept of a story grammar
implicit in Propp’s work was revived by Rumelhart (1975) and survives in concepts
now largely pursued in the domain of cognitive science such as frame, script, outline,
schema, scenario, etc., all of which seek to capture the structure of text generally, i.e.
not only of ‘story’ text, in terms of text processing, both from the point of view of
production and of comprehension; see for example Schank & Abelson (1977). The
most rigorously syntactic approach is to be found in work which seeks to describe text
in terms of the sentence by extending the descriptive apparatus used for the latter to the
former, e.g. in the TG style work of van Dijk (1977, 1980) and van Dijk & Kintsch
(1978, 1983) on semantic macro-structures in text. All of these approaches are
primarily concerned with modelling genre in terms of its formal semantic properties
and/or its psychological processing in the individual speaker rather than with relating a
cultural/ contextual concept to its realisation in language. (See reviews in de

Beaugrande & Dressler 1981; Brown & Yule 1983.)

Other approaches to text, collectively labelled discourse analysis by Levinson
(1983:286ff) in a review which contrasts them rather unfavourably with conversational
analysis (see below), owe much to concepts developed in speech act theory. For
example, the approach pioneered by Sinclair & Coulthard (1975), and developed in a
number of publications by members of the English Language Research group at the

University of Birmingham — see especially the papers in Coulthard & Montgomery
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(1981), and Stubbs (1983) — and by Berry (1981b), Edmondson (1981) is concerned
with building models of discourse units, such as a largest unit ‘lesson’ in their original
work on classroom interaction. For the purposes of an empirical study of many texts,
the Sinclair & Coulthard model is insufficiently oriented towards the production of text
and as a result is relatively inexplicit, its extensive listing of discourse units, which are
in practice a kind of speech act, notwithstanding. As a result, the model turns out to be
rather unsuitable for the study of textual variation since it assumes, in Labov’s terms, a
high degree of categoricality despite its concern with sequencing in actual discourse,

that is, a concern which is virtually unknown in speech act theory itself.

(The concept of a discourse unit is superficially related to both Firthian situation
types and Hymesian speech events (see below), i.e. to functional and anthropological
models respectively, an impression largely created by a selective adoption of
Hallidayan concepts; see Coulthard (1977) for a critique of Halliday and, conversely,
Berry (1981a:120-1) for a critique of the model’s half-hearted use of Halliday. See
Butler (1985:148ff) for a detailed and — unlike Levinson (1983) — sympathetic
discussion of the discourse analysis approach pioneered by Sinclair & Coulthard

(1975).)

The concern with sequencing in discourse found in the Birmingham type of
discourse analysis work is shared with the approach to discourse known as
conversational analysis, pioneered by Sacks (1972a, b, 1974); Schegloff (1968);
Jefferson (1972); Schegloff & Sacks (1973); Sacks, Schegloff & Jefferson (1974) and
others within a branch of sociology referred to as ethnomethodology. Here the concern
is primarily with the ‘interactional’ aspects of text production, conversational analysts’
almost exclusive interest being in the systematics of adjacency pairing and turn-taking
in multi-party interaction that is largely linguistically constituted. The great value of
the conversational analysis approach lies in its close attention to real data while
perhaps its greatest shortcoming, despite occasional defensive claims to the contrary
(cf. Levinson 1983:368), lies in its severely limited potential to contribute to linguistic
theory in the sense of a theory of grammar. For the purposes of this study, however, the
main limitation of the conversational analysis model lies in its not having very much to

say about units of text other than conversation.

By contrast the model of an ethnography of speaking developed by Hymes (1962,
1964/1972, 1967, 1971ab,c) in the strong tradition of American anthropological
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linguistics not only seeks to contribute to linguistic theory in a much wider sense, it
also has strong connections with the Firthian model of a contextual theory of language
via its roots in anthropology by way of Malinowski. In fact, one of the earliest, and still
best, examples of a description of an (at least partly) linguistically realised social
activity in the early Firthian model, that of buying/selling livestock and wheat in North
African markets by Mitchell (1957), is in its general thrust not unlike the descriptions
of speech events favoured by Hymes. The relationship, however oblique, between the
contextual models of Firth (1950) and Hymes (1962), and between both their models
and the functional model put forward by Jakobson (1960) in the pursuit of very
different descriptive goals, is evident in the various categories put forward by Hymes
as constitutive of a ‘situation’, such as sender, receiver, message form, etc., as well as
of the functions of language considered to be potentially characteristic of any one
speech event, such as expressive, directive, poetic, etc. Unlike Firth’s contextual model
and its development by linguists with a primary interest in linguistic theory, which
ultimately led to their seeking to relate context to grammar and vice versa, and thereby
effectively to extend the descriptive domain of grammar, the descriptive goals of
Hymes’ model remain ethnographic. However, without a functional theory of grammar
to motivate its situational abstractions, and its functional interpretations of situations,

the model lacks the relatability of models of text to models of grammar noted above.

Lastly, models of text types or genre cannot be discussed without reference to
classical models of rhetoric since its modern descendants are certainly part of models
of text in education, perhaps most prominently so in the USA but also in
‘communication’ studies in strongly vocationally oriented degree courses at a number
of second-tier tertiary institutions in Australia. Such models of rhetoric are considered
models of ‘the art of using language effectively’ (Brooks & Warren 1972/1979:5), i.e.
models of language-in-use. Such an impression is unwarranted, however, since these
educational models of rhetoric are essentially based on precepts of logic derived from
philosophy as applied to public speaking.? Their linguistic content, even in the sense of
traditional school grammar, is negligible as any teaching text of rhetoric soon shows,
the occasional involvement of linguists in such enterprises notwithstanding (cf. for
example Young, Becker & K. Pike 1970). Instead, such courses appear to be more

informed by the pop philosophy of commercial success of a Dale Carnegie than the

3The SOED definition of rhetoric is illuminating here: ‘The art of critical examination into the truth of an opinion: in earlier English use, a synonymn of LOGIC

as applied to formal rhetorical reasoning; logical disputation’.
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