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Abstract

Research articles are acknowledged to be the most important
form of scientific discourse. Abstracts are, apart from the title, the
first meeting of readers with research articles. Independently of their
traditional purpose to summarize research articles, abstracts have
become crucial for readers in the decision process of reading the
text further, especially nowadays due to the vast amount of scien-
tific publications. The growing importance of abstracts in academia
and the few existing research focused on these have motivated this
present research, which explored the relationship between these two
text types in a broader linguistic context and investigated the lin-
guistic differences between abstracts and research articles based on
the quantitative analysis of the distribution of selected features.

This research is rooted in Systemic Functional Linguistics, a so-
phisticated linguistic model, making possible the analysis of the re-
lations between language and different social contexts and allowing a
detailed investigation of discourse variation based on the analysis of
linguistic features. This theory suggests a corpus linguistic method-
ology and the interest in functional variation of language is inherent
in it. For this study, a corpus of English abstracts and research
articles of the disciplines of computer science, linguistics, biology,
and mechanical engineering was compiled and processed according
to current practices in corpus linguistics.

The study applied a twofold methodology. First, a deductive
empirical analysis was performed, by which selected features were
quantitatively determined and statistically evaluated for significance
and hypothesis testing. Then, an inductive empirical analysis was
conducted that corroborated the results of the deductive analysis
that ascertained the adequacy of the hypotheses and features chosen.
The results indicated that abstracts and their research articles are
significantly distinct from each other together with a clear domain
specific variation.

This research contributes further to the linguistic investigation
of scientific discourse. Not only linguists interested in language vari-
ation profit from the results acquired here. Such a research can
contribute to the area of English for Special Purposes, having ped-
agogical applications in teaching of contemporary academic and re-
search English inasmuch as understanding a certain discipline and
practices of its community involves understanding their literacy.



Zusammenfassung

Wissenschaftliche Aufsétze sind als wichtigste Form des wissen-
schaftlichen Diskurses anerkannt. Abstracts sind, neben dem Ti-
tel, die erste Begegnung der Leserschaft mit dem wissenschaftlichen
Aufsatz. Unabhéngig von ihrer traditionellen Funktion, den wissen-
schaftlichen Aufsatz zusammenzufassen, sind Abstracts fundamental
fiir den Entscheidungsprozess der Leserschaft den Text weiterzulesen,
insbesondere heutzutage, bedingt durch die grofie Anzahl an wissen-
schaftlichen Veroffentlichungen. Die wachsende Bedeutung von Ab-
stracts im wissenschaftlichen Diskurs und die wenigen wissenschaft-
lichen Studien, die sich mit ihnen beschiéftigen, waren Motivation fiir
diese Arbeit, in der das Verhéltnis zwischen diesen beiden Textsor-
ten, in einem breiteren linguistischen Kontext, und die linguistischen
Unterschiede zwischen Abstracts und wissenschaftlichen Aufsétzen,
basierend auf einer quantitativer Analyse der Verteilung ausgewé&hl-
ter Merkmale, untersucht wurden.

Diese Arbeit basiert auf der Systemisch Funktionalen Linguistik,
einem komplexen linguistischen Modell, welches die Analyse der Re-
lationen zwischen Sprache und verschiedenen sozialen Kontexten, wie
auch die detaillierte Untersuchung von Diskursvariationen, basierend
auf der Analyse linguistischer Merkmale, ermoglicht. Diese Theorie
legt eine korpuslinguistische Methodologie nahe und hat ein inhéren-
tes Interesse an der funktionalen Variation von Sprache. Fiir diese
Studie wurde ein Korpus aus englischen Abstracts und wissenschaft-
lichen Aufsitzen aus den Disziplinen Informatik, Linguistik, Biologie
und Maschinenbau, entsprechend den aktuell giiltigen Methoden der
Korpuslinguistik, erstellt und prozessiert.

In dieser Arbeit wurde ein zweifialtiger methodologischer Ansatz
gewdhlt. Zuerst wurde eine deduktive empirische Analyse durchge-
fithrt, durch die ausgewéahlte Merkmale quantitativ bestimmt, und
statistisch beziiglich der Signifikanz und zur Priifung der Hypothe-
sen bewertet wurden. Dann wurde eine induktive empirische Analyse
durchgefiihrt, um die Ergebnisse der deduktiven Analyse zu erhér-
ten, und um die Addquanz der Hypothesen und der gewédhlten Merk-
male zu bestédtigen. Die Ergebnisse zeigten, dass sich Abstracts und
die dazugehorigen wissenschaftlichen Aufséitze signifikant voneinan-
der unterscheiden, mit klarer doménenspezifischer Variation.

Diese Dissertation leistet weiterhin einen Beitrag zur linguisti-
schen Untersuchung der Wissenschaftssprache. Nicht nur Linguisten,
die an Sprachvariationen interessiert sind, profitieren von den hier er-
langten Ergebnissen. Diese Arbeit kann auch einen Beitrag auf dem
Gebiet des English for Special Purposes leisten, als hier padagogi-



sche Anwendungen fiir die Lehre von zeitgendssischem Akademischen
Englisch abgeleitet werden kénnen, insofern, als das Verstehen einer
bestimmten Disziplin, und der Gepflogenheiten ihrer Wissenschafts-
gemeinde, das Verstdndnis ihrer Literalitdt voraussetzt.



I dedicate this thesis to my husband, Frithjof,
who has always helped me and believed that I could do it.



Acknowledgements

I wish to thank, first and foremost, my supervisor Prof. Dr.
Elke Teich for her continuous support, guidance and encouragement
over the last few years. Thank you for the countless discussions we
have had about this research over coffee and cigarettes. They have
been tremendously valuable for me.

I would like to thank Prof. Dr. Nina Janich, Prof. Dr. Julika
Griem and Prof. Dr. Dieter Schott for acting as members of the
examination committee and for their constructive questions, sugges-
tions and comments about this research.

I am deeply grateful to my colleague and friend Dr. Sabine
Bartsch, who has patiently listened to all my problems and helped
me over the last (many) years. I am also indebted to Richard
Eckart de Castilho for the development of several computational
linguistic tools and for helping me retrieving information from the
data. Thank you for all the vivid discussions we have had!

Special thanks go to several people who have contributed with
comments and suggestions at different stages of this research: Ste-
fania Degaetano, Prof. Dr. Stefan Evert, Dr. Peter Fankhauser,
Ngozi Gamisch, Tatsiana Markovié¢, Prof. Dr. Stella Neumann and
Anke Schulz.

I would not have been able to complete this work without the
support of my family. Many thanks go to my parents, my sisters,
especially Alessandra, my brother and my mother-in-law, who, even
not knowing anything about this research, have motivated me end-
lessly.

I am grateful for the financial support from the Technische
Universitdit Darmstadt and from the German Research Foundation

(DFG - Deutsche Forschungsgemeinschaft, grant TE 198/1-1).

All remaining errors are, of course, entirely mine.



Contents

List of Abbreviations iv
List of Figures v
List of Tables vii
1 Introduction 1
1.1 Objectives of the study . . . . . . . ... .. ... ... ... 4

1.2 Organization of the thesis . . . . ... ... ... ... ... 6

2 State-of-the-art 7
2.1 Brief survey on the historical development of research articles 7
2.2 Linguistic analysis of research articles and abstracts . . . . . 10
2.2.1 Research articles . . . . ... ... ... ... ... 10

2.2.2 Abstracts . . . ... 13

2.3 Genreanalysis. . . .. ... oL L 17
2.4 Register analysis . . . . . .. .. oL 19
2.4.1 Multi-dimensional approach to register variation . . . 22

2.4.2  Systemic Functional Linguistics . . . . .. ... ... 24

2.5 Register & Genre . . . . . ... 28
2.6 Envoi. . . . . . .. 31

3 Empirical methods in linguistics 33
3.1 Empiricism in linguistics . . . . . . . . . ... ... ... 33
3.2 Corpus linguistics . . . . . . .. ... 35
3.3 Corpus linguistics and SFL . . . . ... ... ... ... ... 39

3.4 Statistical evaluation of linguistic data . . . . . . . .. ... 40



3.4.1 Descriptive statistics . . . . . ... ... ... ...
3.4.2 Analytical statistics . . . . . .. ... ... ... ...
3.4.3 Limitations of statistics . . . ... ... ... ....

4 Research design

4.1
4.2
4.3

4.4

Corpus . . . . . ..
Corpus processing and annotation . . . . . . . ... ... ..
Hypotheses . . . . . . . . .. .. ...
4.3.1 Variation according to text type . . . . . . . .. ...
4.3.2 Variation according to domain . . . . . . . ... ...
4.3.3 Variation according to the context of situation . . . .
Indicators for empirical analysis . . . . . . . ... ... ...

5 Empirical analysis

0.1

5.2

Deductive empirical analysis . . . . . ... ... ... . ...
5.1.1 Shallow features . . . . . . ... ... ... ... ..
5.1.1.1 Parts-of-speech . . . . . . ... ...
5.1.1.2  Sentence length . . . . . .. ... ... ...
5.1.1.3  Type/token ratio . . . . ... ... ... ..
5.1.1.4 Lexical words . . . .. .. ... ... ....
5.1.2  Lexical features . . . . . ... ... oo
5.1.2.1 Lexical density . . . . ... ... ... ...
5.1.2.2 Most frequent lexical items . . .. . .. ..
5123 Keywords . . ... ... oL
5.1.3 Grammatical features . . . . . . . ... ... ..
5.1.3.1 Modals . . . ... ... ... ...
5.1.3.2 Passives . . . .. ..o
5.1.3.3 Nominalizations . . . ... ... ... ...
5.1.3.4 Grammatical complexity . . . . . . ... ..
5.1.4 Summary of the deductive empirical analysis . . . . .
Inductive empirical analysis . . . . . . ... ... ... ...
5.2.1 Hierarchical agglomerative cluster analysis . . . . . .
5.2.2  Principal component analysis . . . . ... ... ...
5.2.3 Summary of the inductive empirical analysis . . . . .

6 Conclusions

6.1
6.2
6.3
6.4

SUMMArY . . . . oo
Discussion of results . . . . . .. ... . 0oL
Brief assessment of the methodology . . . . ... ... ...
Future work . . . . . . ... oo

i

53
23
57
99
60
60
61
62

69
70
70
70
76
84
89
95
95
101
112
115
115
120
128
133
138
141
143
152
165



References 178

Appendices 196
A.1 Example of multi-layer annotation . . . . . . . ... ... .. 196
A.2 List of tags with corresponding part-of-speech . . . . . . .. 199
A.3 Distribution of lexical words in the ABSTRA corpus . . . . . 200
A.4 Passive voice querying . . . . . . .. ... 205
A.5 Data for inductive analysis . . . . . . . ... ... ... 207

A.6 Script for inductive analysisin R . . . . ... ... ... .. 214

1l



ABSTRA
ANOVA

cf.

CL
DAScITEX
e.g.

ESP

1.e.

p.
PCA
PoS
RA
SFL
STTR
TTR

List of Abbreviations

Abstracts and Research Articles Corpus
Analysis of variance

confer

Corpus linguistics

Darmstadt Scientific Text Corpus
exempli gratia

English for Special Purposes

id est

page

Principal component analysis
Part-of-speech

Research article

Systemic Functional Linguistics
Standardized type/token ratio
Type/token ratio

v



2.1
2.2

2.3

3.1
3.2
3.3

4.1
4.2
4.3

5.1
5.2
5.3
5.4

5.5
5.6

5.7

5.8

List of Figures

Context of situation & register (Matthiessen 1993: 253) . . . . . 21
Stratification: Language & its semiotic environment (adapted

from Martin 1992a: 496) . . . . . . . ... ... 26
Metafunctions in relation to register variables (field, tenor, and

mode) and genre (adapted from Martin (1992a, 2007, 2009)) . . 27
Fictitious example of a boxplot with notches . . . . . . . . . .. 42
Fictitious example of a histogram . . . . . . . . .. .. ... .. 44
Fictitious example of a cluster dendrogram (adapted from R

Documentation on General Tree Structures)! . . . . . . .. ... 49
Metadata annotation of the ABSTRA corpus. . . . . ... ... 58
ABSTRA corpus processing pipeline . . . .. ... .. ... .. 59
Parameters of context of situation . . . . . . . ... ... .. .. 63
Sentence length in the ABSTRA corpus. . . . . ... ... ... 78
Histogram of sentence length values in the ABSTRA corpus . . 79
Sentence length across disciplines in the ABSTRA corpus . . . . 80
Type/token ratio in the ABSTRA corpus (standardized to 100

tokens) . ... L 86

Histogram of standardized type/token ratio in the ABSTRA corpus 87
Type/token ratio across disciplines in the ABSTRA corpus

(standardized to 100 tokens) . . . . . . . . . ... ... ... 88
Distribution of lexical words in the ABSTRA corpus (relative
frequencies) . . . ... oL 91
Distribution of lexical words for computer science and linguistics
in the ABSTRA corpus (relative frequencies) . . . . . . .. . .. 93



5.9

5.10
5.11
5.12
5.13
5.14
5.15
5.16
5.17
5.18
5.19

5.20
0.21
5.22
5.23
5.24

5.25

5.26

5.27

5.28

5.29

5.30

5.31

5.32

Distribution of lexical words for biology and mechanical engi-

neering in the ABSTRA corpus (relative frequencies) . . . . . . 94
Lexical density in the ABSTRA corpus . . . . ... .. ... .. 98
Histogram of lexical density in the ABSTRA corpus . . . . . .. 99
Lexical density across disciplines in the ABSTRA corpus . . . . 100
Modals in the ABSTRA corpus . . . . . .. ... ... ... .. 119
Passives in the ABSTRA corpus . . . . . . . .. ... ... ... 123
Passives in the ABSTRA corpus . . . . . . ... ... ... ... 124
Nominalizations in the ABSTRA corpus . . . . .. .. ... .. 129
Nominalizations across disciplines in the ABSTRA corpus . . . 131
Dendrogram of the ABSTRA corpus . . . . .. ... ... ... 145
Pairs plot of all features analyzed in the texts of the ABSTRA

corpus against each other according to text type . . . . . . . .. 146
Pairs plot of all features analyzed in the texts of the ABSTRA

corpus against each other according to domain . . . . . . . . .. 147

Classification tree of the ABSTRA corpus according to text type 149
Classification tree of the ABSTRA corpus according to domain . 150
Dendrogram of the features analyzed in the texts of the AB-

STRA corpus . . . . . . . . . .. 151
Principal component analysis of the features analyzed in the
texts of the ABSTRA corpus. . . . . . . .. ... ... ... .. 154
Scree plot in PCA . . . . . ... 155
Variables factor map for the two first principal components of
the PCA . . . . . . . 156

Scatterplot matrix for the distribution of texts in the multidi-
mensional space spanned by the three first principal components
of the PCA according to text type . . . . . ... .. ... ... 159
3-D scatterplot for the distribution of texts in the multidimen-
sional space spanned by the three first principal components of

the PCA according to text type . . . . . . . .. ... ... ... 160
Multidimensional scaling of the ABSTRA corpus according to
text type. . . . . . L 161

Scatterplot matrix for the distribution of texts in the multidi-
mensional space spanned by the three first principal components
of the PCA across domains . . . . . . .. .. ... ... .. .. 162
3-D scatterplot for the distribution of texts in the multidimen-
sional space spanned by the three first principal components of
the PCA across domains . . . . . . . .. .. ... ... ..... 163
Multidimensional scaling of the ABSTRA corpus across domains 164

vi



4.1
4.2
4.3

5.1
5.2
5.3
5.4
5.5

5.6
5.7
5.8
5.9
5.10
5.11
5.12
5.13

5.14
5.15

List of Tables

Overview of the sources of the ABSTRA corpus . . . . . . ... 54
Overall size of the ABSTRA corpus . . . . . ... ... ..... 56
Relationship between parameters and indicators . . . . . . . . . 67
Distribution of parts-of-speech for the ABSTRA corpus . . . . . 72
Distribution of parts-of-speech for abstracts . . . . ... .. .. 74
Distribution of parts-of-speech for research articles . . . .. .. 75
Sentence length in the ABSTRA corpus (per text) . . . . . . .. 7
Type/token ratio in the ABSTRA corpus (standardized to 100

tokens; per text) . ... ... 85
Lexical density in the ABSTRA corpus (per text) . . . .. ... 97
Most frequent lexical items for abstracts in the ABSTRA corpus 106
Most frequent lexical items for RAs in the ABSTRA corpus . . 107
Most frequent lexical items for abstracts in the disciplines of

computer science and linguistics . . . . . .. ... oL 108
Most frequent lexical items for abstracts in the disciplines of

biology and mechanical engineering . . . . . . . .. .. ... .. 109
Most frequent lexical items for RAs in the disciplines of computer

science and linguistics . . . . . . . . ... 110
Most frequent lexical items for RAs in the disciplines of biology

and mechanical engineering . . . . . . ... ... L. 111
Keyness of some frequent item in the ABSTRA corpus in com-

parison to BNC . . . . . .. .. oo 113
Frequency of occurrence of modals in the ABSTRA corpus . . . 117
Frequency of occurrence of modals across disciplines in the AB-

STRA corpus . . . . . . . . . . .. 118

vil



5.16

5.17

5.18

5.19
5.20

5.21
5.22

5.23
5.24

Al
A2
A3

Frequency of occurrence of passive constructions in the ABSTRA
COTPUS .« « « v v v e et et et e e e e e e 122
Frequency of occurrence of passive constructions according to
tense, aspect, and mood in the ABSTRA corpus . . . . . . . .. 124
Frequency of occurrence of passive constructions across disci-
plines in the ABSTRA corpus . . . . . . ... ... ... .. .. 127

Nominalizations in the ABSTRA corpus per text (raw frequencies) 130

Frequency of occurrence of nominalization suffixes in the AB-

STRA corpus . . . . . . . . . .. 132
Frequency of occurrence of phrases in the ABSTRA corpus . . . 135
Frequency of occurrence of phrases across disciplines in the AB-

STRA corpus per sentence . . . . . . . .. ... ... ...... 137
Summary of the deductive empirical analysis across text type . 138
Summary of the deductive empirical analysis across disciplines . 139

Distribution of lexical words for abstracts in the ABSTRA corpus202
Distribution of lexical words for RAs in the ABSTRA corpus . . 204
Data for inductive analysis . . . . . . . ... ... ... ... 213

viil



CHAPTER ].

Introduction

The classic stereotype of scientists as individuals working alone in lab coats
or introspectively reflecting about phenomena in the world does not portray
the contemporary practices of the scientific community. In fact, scientists
spend a considerable amount of their time on the elaboration, analysis,
presentation and exchange of knowledge. This knowledge is construed and
expressed through language, more specifically, scientific discourse, a func-
tional variation of language with its own technical terminology and gram-
mar (Halliday et al. 1964; Halliday & Martin 1993; Martin 1992b; Martin
& Veel 1998). Scientists write as members of a group adopting practices
of discourse and complying with their own understanding and perception
of the world. In order to engage with such a community, one must be able
to use its language accordingly. Scientific discourse is, therefore, a valuable
source of information about social semiotic interactions within the scientific
community.

Scientific discourse has been the subject of quite a few linguistic studies.
Linguistic research on this topic ranges from the description of “scientific
writing” (e.g., Banks 2008; Halliday & Martin 1993; Ventola 1996) up to
analyses of specific discourse fields (e.g., O’Halloran 2005 on mathematics)
and genres (e.g., Swales 1981, 1990, 2004; Ventola 1997). Halliday & Martin
(1993: 8) argue that “scientific language just foregrounds the constructive
potential of language as a whole”. Therefore, research on scientific discourse
is relevant not only for the characterization of this variation in particular,
but more widely, for language as such. Additionally, language variation
spread gradually to other discourses rather than science, thereby influencing
the general interpretation of human experience.



Every text, from the discourses of technocracy and bureaucracy to
the television magazine and the blurb on the back of the cereal
packet, is in some way affected by the modes of meaning that evolved
as the scaffolding for scientific knowledge. In other words, the lan-
guage of science has become the language of literacy.

(Halliday & Martin 1993: 11)

Members of scientific communities traditionally publicize their knowl-
edge mainly in the form of books, monographs, theses, dissertations, pre-
sentations, and research articles (RA). From all possibilities of realizing sci-
entific discourse, “the grand master narrative of modernism” (Montgomery
1996: 2), RA became the most important one. The value attached to it
increased considerably since the publication of the first scientific journal in
Europe, the Le Journal des scavans and the first scientific journal in En-
glish in Europe, the Philosophical Transactions of the Royal Society. Both
were first published in 1665. This is mostly because publishing an article
in a prestigious journal implies that the scientific knowledge produced by
the authors comply with procedures for assuring high quality not only in
science itself but also in scientific discourse. Historically, RAs evolved from
the original informative letter written from one scientist to another, and
continually developed further to the current form of journal articles.

The overall organization of a RA currently comprises the introduction,
methods, results, discussions, and conclusion parts. The abstract was ini-
tially not present in a RA, but gradually became an integrated part of it
since the 1960’s. Nowadays, the abstract is a mandatory component of a
RA for most scientific journals. The role of abstracts in RAs has changed: it
has become progressively more important within the last few decades. This
is mainly due to the explosion in the number of RAs published annually,
and also their increasing online availability. Scientists have to select what
is worth reading. Such decision is very much influenced by their first con-
tact with the text, i.e., through the authorship, title, and abstract of a RA.
Hence, authors convey not only their scientific knowledge in a summarized
form in abstracts, but they also want to place themselves and their work
reliably in the scientific community through abstracts. Although abstracts
are traditionally considered only as a summary or surrogate for a document,
they have actually become business cards of their authors.

RAs have been subject of several linguistic studies, mainly in the area
of genre analysis (e.g., Banks 2008; Halliday & Martin 1993; Hyland 2004,
2009; Montgomery 1996; Swales 1981, 1990). Contrastively, abstracts “con-
tinue to remain a neglected field among discourse analysts” (Swales 1990:



181), sometimes because “space constraints have prevented any investigation
of further part-genres such as abstracts [...]” (Swales 2004: 239), although
abstracts “are worthy of study because they are significant carriers of a
discipline’s epistemological and social assumptions” (Hyland 2004: 63).

It is acknowledged that abstracts and RAs differ in their function, lin-
guistic realizations, and rhetorical structure (Lorés 2004: 281). The role of
abstracts in scientific knowledge expression goes from “distillation” (Swales
1990: 179), to “act as a report in miniature” (Jordan 1991: 507), and
“summary” (Graetz 1982; Kaplan et al. 1994; Ventola 1997) up to “selec-
tive representation [...] [of the| exact knowledge of an article’s content”
(Hyland 2004: 64). Research studies concerning the rhetorical structure of
abstracts (e.g., Bondi 2004; Hyland 2004; Liddy 1991; Martin-Martin 2003,
2005; Salager-Meyer 1990), thematic organization (Busch-Lauer 1995; Lorés
2004) and grammatical characterization of abstracts based on the selection
of some linguistic features and their analysis over a few selected abstracts
(Graetz 1982; Jordan 1991) also contribute to their linguistic characteri-
zation. However, with the exception of Bazerman (1984b), who performs
a case-study of abstract-RA relationships, all the studies mentioned above
focus on abstracts only. They do not compare abstracts to their respective
RAs. This gap is one of the major motivations for the present study.

Another prime motivation for this study is how abstracts are to be posi-
tioned in a broader linguistic context. While Swales (1990); Hyland (2004)
and Swales & Feak (2009) consider abstracts as a “part-genre” of RAs, Jor-
dan regards abstracts as a “special narrow genre within the wider genre of
description” (1991: 508). Contrastively, Lorés (2004: 281) describes ab-
stracts as “a genre in its own right which, while sharing many features of
the RA, also differs in several important aspects, one of which is its rhetor-
ical structure”. However, Lorés focuses only on the rhetorical structure of
abstracts not approaching further aspects and differences between abstracts
and RAs. Besides, there is not even an “agreement on the concept of genre
itself” (Hyland 2009: 26). While Martin approaches genre as “context of
culture” (1992a: 495) and as “how things get done, when language is used to
accomplish them” (1985: 250), Swales states that a genre “comprises a class
of communicative events, the members of which share some set of commu-
nicative purposes” (1990: 58) and Hyland understands genres as “schema”
(Hyland 2009: 26). These two motivations thus shape the main goals of
this research, as discussed in Section 1.1.



1.1. Objectives of the study

1.1 Objectives of the study

This thesis aims to gain insight into the linguistic characteristics of abstracts
in direct comparison with their respective RAs and to find differences and
similarities between them. Abstracts themselves have been a “rather ne-
glected social artifact of disciplinary life” (Hyland 2004: 83) and a direct
analysis comparing abstracts to their RAs has been largely disregarded by
present linguistic research (Swales 1990: 181). For this reason, this thesis
aims to systematically explore observable linguistic features at both lexical
and grammatical levels, and evaluate them qualitatively and quantitatively.
This thesis does not aim to approach the topic of global organization of ab-
stracts and RAs, e.g., rhetorical structure, thematic organization, inasmuch
as these topics have been already expressively covered in the literature (e.g.,
Bondi 2004; Busch-Lauer 1995; Kaplan et al. 1994; Liddy 1991; Lorés 2004;
Martin-Martin 2003, 2005; Nwogu 1993; Ozturk 2007; Saki 2004; Salager-
Meyer 1990; Ventola 1997). The investigation of linguistic variation between
abstracts and their RAs across disciplines is another pivotal goal of this the-
sis since different communities may deploy linguistic features in discourse
differently (Halliday & Martin 1993; Wignell et al. 1993; Wignell 1998).
Finally, based on statistical evaluation of obtained data, this thesis aims to
position abstracts and RAs in a broader linguistic context to address the
issue on the linguistic relationship between abstracts and RAs.

In order to investigate authentic usage of language, this study is per-
formed over a corpus of abstracts and their respective RAs from scientific
journal of several disciplines. The disciplines under study are computer
science, linguistics, biology, and mechanical engineering. Mechanical en-
gineering is chosen as a representative for engineering disciplines; biology
for natural sciences; linguistics for humanities. Finally, computer science is
chosen as a distinctive discipline not fitting perfectly into the classes of sci-
entific disciplines just mentioned. The design, processing, annotation and
query of the corpus under study follows the current standards recommended
by corpus linguistics methods (e.g., Biber 1990, 1993a; Biber et al. 1998;
McEnery & Wilson 2001; Sinclair 1991).

The criteria for the selection of linguistic features for the systematic
quantitative analysis of the corpus follows not only preeminent work on
corpus-based quantitative linguistic analysis (e.g., Biber 1988, 1993b, 1995,
2006a,d; Biber & Finegan 1994) but is also based on primary data directly
obtained from the corpus under study. Lastly, the evaluation of the results
is substantiated by current and traditional statistical methods and practices
(e.g., Baayen 2008; Baroni & Evert 2008; Gries 2006, 2007, 2008a,b, 2009a;



1.1. Objectives of the study

Manning & Schiitze 1999; Oakes 1998).

Furthermore, this work has theoretical underpinnings. As Oesterreicher
(2001: 1564) points out, theoretical assumptions are always present in any
linguistic analysis. What is needed for this study is a linguistic theory that
considers the functional variation of language and the context of situation in
which this variation takes place, thereby delivering a systematic analytical
framework for lexical and grammatical qualitative and quantitative analy-
sis of linguistics features of this variation. Systemic Functional Linguistics
(SFL; Halliday 1985a; Halliday & Hasan 1989; Halliday 2004a) fulfills these
needs since the interest in functional variation of language is inherent in
SFL (Halliday 2004a: 33ff). Hence, SFL and corpus linguistics (CL; Fill-
more 1992; McEnery & Wilson 2001; Sinclair 1991) are the theoretical and
methodological underpinnings of this research.

The characteristics of this study can be summarized as follows:

e Objects of study

— Abstracts and their RAs
— Source: scientific journals

— Disciplines: computer science, linguistics, biology, and mechani-
cal engineering

e Theoretical underpinnings
— Systemic Functional Linguistics
e Methods

— Corpus linguistics
— Quantitative analysis of linguistic features at both lexical and
grammatical level

— Statistical evaluation of data
e Issues addressed

— Differences and similarities on the quantitative distribution of
selected linguistic features at both lexical and grammatical level
between abstracts and their RAs

— Relationship between abstracts and RAs in a broader linguistic
context
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1.2 Organization of the thesis

This first chapter has introduced the topic of this thesis, the linguistic inves-
tigation of differences between abstracts and their research articles based on
the quantitative analysis of the distribution of selected features. It has also
discussed the issues that motivated this study and presented the objectives
and organization of this thesis.

Chapter 2 gives an overview of the state of the art on the linguistic re-
search of abstracts and research articles. The first section in this chapter,
Section 2.1, presents a survey on the development of RAs and abstracts,
followed by a review on the linguistic research on them so far in Section 2.2.
Then, Section 2.3 introduces the principles of genre analysis, the field of lin-
guistics within which RAs have frequently been object of study. Section 2.4
summarizes the work performed in the area of register analysis. The next
section, Section 2.4.2, presents an overview on SFL, the theoretical frame-
work of this study. Finally, Section 2.5 discusses the terminological and
conceptual differences between genre and register, establishing the working
assumptions adopted by this study.

Chapter 3 discusses several methods of empirical qualitative and quan-
titative linguistic analysis, focusing on corpus-based research, i.e., corpus
linguistics, in Section 3.2. After an excursus on the connections between
corpus linguistics and SFL in Section 3.3, this chapter ends with a descrip-
tion of methods for statistical evaluation of data in Section 3.4.

Chapter 4 introduces the research design of this study. It presents the
corpus in Section 4.1, followed by its processing and annotation in Section
4.2. Then, Section 4.3 formulates the hypotheses that will be tested in the
empirical analysis. Finally, the linguistic features chosen for the empirical
analysis are presented in Section 4.4 including the criteria applied for feature
choice.

Chapter 5 presents the results of the empirical analysis and explores
the obtained data thoroughly. The following chapter, Chapter 6, discusses
the position of abstracts and RAs in a broader linguistic context based on
the theoretical underpinnings of this work in relation to the results of the
empirical linguistic analysis. It also concludes this work with a summary of
the methodology and findings, and outlines some applications of this work
as well as some areas of future research.



CHAPTER 2

State-of-the-art

This chapter initially presents the state-of-the-art linguistic description of
abstracts and RAs, provides an overview on their historical development
and discusses the most relevant research performed so far in Sections 2.1
and 2.2, respectively. Section 2.3 provides a review of genre analysis (e.g.,
Swales 1990, 2004 ), the area of linguistics where most of the studies concern-
ing abstracts and RAs are to be placed. Register analysis, an approach for
investigation of linguistic variation, mainly represented by Douglas Biber’s
work (e.g., Biber 1988, 1995), is described in Section 2.4. Systemic Func-
tional Linguistics (Halliday 1985a, 2004a), the theoretical underpinnings of
this study, is then introduced in Section 2.4.2. Finally, Section 2.5 discusses
the controversies involving the concepts of genre and register and their ap-
plications in linguistics establishing the analytical framework for this study.

2.1 Brief survey on the historical
development of research articles

Until almost the middle of the seventeenth century, Latin was the primary
language used for all kinds of scientific writing. In January 1665, the first
scientific journal in English was published: the Philosophical Transactions
of the Royal Society. This journal is one of the “most influential record of
scientific research during the seventeenth and eighteenth centuries” (Biber
& Conrad 2009: 157) because in contrast to earlier conventions, it estab-
lished the practice of reporting immediate empirical results of the study of
nature. The variety of texts published at that time by the Philosophical
Transactions of the Royal Society goes from the direct exchange of letters
between scientists, which was a very customary way of disseminating scien-
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tific knowledge at that time (cf. Banks 2008; Montgomery 1996), up to the
“experimental essay”. This rather recently developed text type was named
by the natural philosopher, chemist and physicist Robert Boyle. Boyle’s
“experimental essay” was supposed to be very structured. It began with
a prologue, in which the reasons for performing a certain experiment were
presented, followed by a report of the procedures used in the empirical pro-
cedures step-by-step, and finalized by discussion upon the results, which
in some cases, led to the formulation of a number of hypothesis (Mont-
gomery 1996: 92-95). Boyle’s new style of disseminating science gained
acceptance by the scientific community at that time, and became very pop-
ular. One of his followers was Isaac Newton, who adopted Boyle’s emphasis
on providing evidence within empirical science. “For registering the birth
of scientific English we shall take Newton’s Treatise on Opticks (published
1704; written 1675-1687). Newton creates a discourse of experimentation
[...]” (Halliday 1993a: 57). Halliday does not claim that this was the first
scientific document to be written in English at all. He means, however,
that Newton’s work revolutionized the practices of the scientific discourse,
how scientists reported on science. Typical new linguistic constructions in
Newton’s Treatise on Opticks are “a causes x to happen” or “b causes me
to think 3”. The original linguistic motifs introduced by Newton in this
text are still characteristics of contemporary scientific discourse and involve
the description of experiments, by which clause complexes become intricate,
grammatical metaphor is beginning to be used, impersonality in scientific
writing is brought by the use of passive voice, and abstract nouns are used
as technical terms of physics (Halliday 1993a: 57-62). Newton’s linguistic
innovations began to percolate through the whole scientific community and
raised evolutionary processes that lead to modern scientific discourse.

In the last 350 years, the structure of RAs has changed dramatically.
For instance, the usual article length fell from ca. 7,000 to ca. 5,000 words
from 1890 to 1900. The shortest RAs were found in 1940, with only ca.
5,000 words. After this, the number of words in a typical RA increased
again and reached its current average length of ca. 10,000 words in 1980.
Concerning the organization of RAs, only ca. 50% of them were formally
divided into sections before 1950, which became a regular feature after-
wards (Swales 1990: 114). The dense use of references and the intensive
practice of quoting previous works came into use only during the twentieth
century. The actual established structure of RAs, divided into the sections
of introduction, methods or methodology, results, discussions, conclusions,
and references is the result of the evolution of scientific discourse over cen-
turies, gradually focusing on research studies, their findings corroborated
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by evidence, and theoretical relevance to previous work, written in a strict
format (Biber & Conrad 2009; Montgomery 1996; Swales 1990). Abstracts
were only introduced into this format during the 1960s, primarily in RAs
from medical disciplines (Swales & Feak 2009: 1). Although RAs changed
immensely through history becoming more narrowly defined in terms of tex-
tual and structural conventions, it preserved its original goal of conveying
the results of scientific investigation (Biber & Conrad 2009: 166).

The RA is the product of a long process. A process that has started with
doing science, going through several steps of manuscript writing, manuscript
submission to a journal, peer-reviewing, revising and sometimes re-writing
of the manuscript, until finally putting the process to an end by having the
RA published in the journal of choice. Publishing articles in journals became
prestigious, especially because of the high quality standards of scientific
practices established over time.

Since an abstract is only a distillation of the whole text, it has initially
played a secondary role in RAs. The word abstract means “a summary or
epitome of a statement or document™ and has been used in written texts
since 1528 (OED Online 1989). Nowadays, however, abstracts function as
independent discourses (van Dijk 1980). They have to persuade readers to
read the whole RA ahead of them and to convince them that the authors
have credibility to address such topic within the scientific community (Hy-
land 2004: 63-65). At the present time, scientists are flooded with the enor-
mous number of RAs being published daily, and also electronically. Thus, it
is of vital importance to select what is worth reading. This selection is done
upon evaluation of the journal title, the authorship of the article, its title
and abstract, not necessarily in this order. The importance of abstracts in

24abstract, B.n.2” The Oxford English Dictionary. 2nd ed. 1989. OED Online.
Oxford University Press. 4 Apr. 2000 <http://dictionary.oed.com/cgi/entry/
50000886>.
2. spec. A summary or epitome of a statement or document. Also attrib.
1528 GARDINER in Pocock Rec. Ref. 1. I. 117 We send herein enclosed, abstracts of
such letters as hath been sent to the pope’s holiness. 1715 BURNET Hist. own Time
(1766) II. 82 I will give you here a short abstract of all that was said. 1799 WELLING-
TON Lett. (G.D.) I. 34 In the abstracts, it appears that the strength of the..forces
consisted of 48,000 men. 1863 COX Inst. of Eng. Govt. Pref. 8 Copies or abstracts
of State papers and records. 1867 SMYTH Sailors’ Word-Bk. s.v. An abstract log con-
tains the most important subjects of a ship’s log. 1927 [see ABSTRACTOR]. 1959 L.
M. HARROD Librar. Gloss. (ed. 2) 12 Abstract. I. A form of current bibliography in
which contributions to periodicals are summarized... When published in periodical form
they are known as journals of abstracts. 2. The individual entry. 1962 Lancet 19 May
1068/1 Have you ever tried doing abstracts? I once did — for about a year. It was the
American articles that caused me the most anguish.


http://dictionary.oed.com/cgi/entry/50000886
http://dictionary.oed.com/cgi/entry/50000886

2.2. Linguistic analysis of research articles and abstracts

RAs increased considerably within the last few decades. While RAs have
been object of numerous linguistic studies, abstracts have remained a rather
neglected field among linguists. Previous linguistic research involving RAs
and abstracts are discussed in Section 2.2.

This brief survey on the historical development of RAs is necessarily in-
complete. Comprehensive information on this topic can be found in the
works of e.g., Banks (2005a, 2008); Bazerman (1988); Biber & Conrad
(2009); Halliday & Martin (1993); Halliday (2004b); Hyland (2009); Mar-
tin & Veel (1998); Meadows (1980); Montgomery (1996); Randaccio (2004);
Swales (1990, 2004).

2.2 Linguistic analysis of research articles
and abstracts

This section presents an overview on previous linguistic research on RAs and
abstracts, in Sections 2.2.1 and 2.2.2, respectively. This overview, however,
does not aim to provide a full inventory of previous linguistic studies on
abstracts and RAs; but it rather aims to cite and discuss the main previous
works in different areas of linguistics.

2.2.1 Research articles

An extensive number of linguistic studies has been carried out on RAs as
a whole. Some of the studies are concerned with the diachronic analysis of
RAs. For instance, Bazerman (1984b, 1988) traces the development of ex-
perimental articles in English in the Philosophical Transactions of the Royal
Society. His pioneering studies provide a comprehensive bibliography and
index, making them an outstanding introduction to the work being done in
history of science. In another work, Bazerman investigates the textual de-
velopment of RAs in the Physical Review over the last century. He concludes
that “this period marks the rise of American physics from backwardness to
world dominance, reflected by the journal’s rise from a local university organ
to the primary international journal of physics” (1984a: 166). The results of
his study show how RA’s properties, e.g., article length, references, syntactic
and lexical features, and organization changed over time. Another example
of diachronic study on RAs is the work of Atkinson (1992), who discusses
the evolution of medical writing based on changing language and rhetoric of
medical research reporting published in the oldest continuing medical jour-
nal in English, the Edinburgh Medical Journal. Moreover, Salager-Meyer
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(1999) examines the diachronic evolution of referential behavior in medical
written-English discourse in a corpus of 162 medical articles published in
34 British and American medical journals between 1810 and 1995. The use
and frequency of reference patterns over the years indicates the shift from a
non-professionalized, privately and individually-based medicine to a profes-
sionalized and specialized medicine, a technology-oriented medical research
and a highly structured scientific community. Medical sciences, however, is
not the only discipline to have their RAs studied. For instance, the historical
development of RAs on the physical sciences and their lexico-grammatical
innovations is the focus of Halliday (1993a). The research focus of Wignell’s
work lies on the linguistic analysis of RAs in social sciences and geography
(Wignell et al. 1993; Wignell 1998, 2007), which shows the domain spe-
cific differences in the linguistic realization of scientific discourse. Biber &
Finegan (1989) report on a comparative multi-dimensional analysis of the
linguistic development of functionally different registers, comparing essays,
fiction and personal letters. Biber & Finegan (1992) present a comparative
diachronic analysis of written and speech-based genres including scientific
writing. Banks (1991, 1994, 2005a,b, 2006, 2008) is not only interested in
the historical development of RAs, but also in specific linguistic features,
e.g., nominalization, passive voice, personal pronouns, and lexical hedging.
His work is mainly exploratory; hence, computer-aided analysis are often
deliberately excluded. Finally, corpus representativeness for diachronic lin-
guistic studies based on a corpus containing texts from the Philosophical
Transactions of the Royal Society from the seventeenth century is recently
discussed by Moessner (2009).

Lexico-grammatical aspects of RAs have also been the focus of numer-
ous linguistic research so far. Gerbert (1970) analyzes the use of verbs in
English technical writing. He concludes that the present tense is usually
used in representing definitions, descriptions, and observations, while per-
fect tense is mostly used in describing research processes. Inman (1978) and
Love (1993) investigate the distribution of lexical items in RAs from dif-
ferent disciplines. Salager-Meyer (1994) discusses how the communicative
purposes of the different rhetorical sections of medical RAs influence the
frequency of hedges used in each section. Her results show that the choice
of hedging is imposed by the general structure and communicative purpose
of the discourse. Conrad (1996) investigates numerous lexico-grammatical
features in several academic texts from biology, showing, for instance, that
RAs have a more informational focus and impersonal style than textbooks.
Biber et al. (1998) report on the analysis of grammatical features of RAs of
several disciplines, comparing ecology articles with history ones, among oth-
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ers. They show, for example, that the first ones are characterized by more
impersonal features (agentless passives, conjuncts, etc.) and the latter by
more narrative features (past tense verbs, present particle clauses, etc.).
Hyland (1998) demonstrates that RAs make wide use of hedges sometimes
even more frequently than modals to express uncertainty. The preference of
R As for interpersonal discourse through hedges, personal and frame markers
is also corroborated by Hyland (1999). Furthermore, Hyland (2002) shows
that the use of directives to guide readers through the text is very common
in RAs of hard sciences and relatively unusual in social sciences. Gled-
hill (2000a,b) studies the structure of collocations as lexico-grammatical
patterns and their discourse functions in RAs comprehensively. Moreover,
Marco (2000) reports on collocational frameworks in medical RAs. In a
recent work, Hyland reports on the forms, structures and functions of word
clusters in a corpus of research articles, doctoral dissertations, and master’s
theses. He shows that the study of clusters is an appropriate indicator to
gain insights into “the ways writers employ the resources of English in differ-
ent contexts, and with the potential to inform advanced academic literacy
instruction” (Hyland 2008: 60).

A further focus of the linguistic research on RAs is their rhetorical or-
ganization and thematic structure. Swales (1981) studies the introductory
parts of RAs in detail. He establishes rhetorical moves in the argument
structure of such introductions, and aims to contribute pedagogically to
native and foreign language communication skills teaching. His research re-
mains one of the most detailed rhetorical analysis of RAs so far, especially in
the books from 1990 and 2004, where he claims that there is a fundamental
rhetorical system and a stereotypical rhetorical structure in RAs. He intro-
duces the terms moves, which are obligatory, and steps, which are optional,
as part of the rhetorical structure of RAs so that the desired argumentation
can be enfolded through the text. Swales’s model of textual macrostruc-
ture of RAs has been greatly accepted within the linguistic community and
has been widely further adopted. Nwogu (1991, 1993, 1997) intensively
studies the function and structure, theme-rheme patterns, paragraph devel-
opment and rhetorical moves in RAs of reputable medical journals. Hunston
(1993)’s study provides insights into the relationship between the evaluative
expression of RAs and ideology of science in general. More recently, Ozturk
(2007) studies the textual organization of RA introductions in the discipline
of applied linguistics, which explores sub-disciplinary variation in the move
structures of the texts under study.

The studies presented in this section do not represent the whole spec-
trum of linguistic analysis on RAs. Additional information on this topic can
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be found in e.g., Biber & Conrad (2009); Gledhill (2000b); Hyland (2009);
Swales (2004).

2.2.2 Abstracts

Linguistic research on abstracts has been mainly descriptive as opposed to
linguistic research on research articles. One of the first linguistic analysis of
abstracts was performed by Graetz (1982), who reported on a study over 87
abstracts from the disciplines of health sciences, social sciences, education,
and humanities. She aims to gain insights into their linguistic properties.
Her aim was to improve teaching practices to students of English as a foreign
language, so that they can successfully extract structural information from
abstracts. She defined that the purpose of abstracts was to “give the reader
an exact and concise knowledge of the total content of the very much more
lengthy original, a factual summary which is both an elaboration of the
title and a condensation of the report” (Graetz 1982: 23). Furthermore, she
argued that the language of abstracts is characterized as follows:

The abstract is characterized by the use of past tense, third person,
passive, and non-use of negatives. It avoids subordinate clauses, uses
phrases instead of clauses, words instead of phrases. It avoids abbre-
viation, jargon, symbols and other language shortcuts which might
lead to confusion. It is written in tightly worded sentences, which
avoid repetition, meaningless expressions, superlatives, adjectives,
illustrations, preliminaries, descriptive details, examples, footnotes.
In short it eliminates the redundancy which the skilled reader counts
on finding in written language and which usually facilitates compre-
hension. (Graetz 1982: 23)

Her work, although pioneer, has been often criticized as being “a lit-
tle bold” (Swales 1990: 180) and for the fact that “it is easy enough to
find counter-examples” Hyland (2004: 65). Moreover, according to Ventola
(1997: 345), Graetz’s classification criteria is “relatively ad hoc [and] it is
merely a list of some of the realizations found in the scientific abstracts
studied”.

However, there are many other relevant studies on lexico-grammatical
features of abstracts. One example is Fluck (1988), who quantitatively an-
alyzes linguistic features of abstracts of economics, linguistics, and metal
industry in German. The results of this study indicate that abstracts are
characterized by complex nominalizations, extensive noun compounding,
impersonality, use of third person, passive voice and present tense. Fur-

13



2.2. Linguistic analysis of research articles and abstracts

thermore, Gnutzmann (1991) compares passive voice use quantitatively in
abstracts and in conclusions of RAs in English and German from the dis-
ciplines of linguistics, sociology, and theoretical engineering. His results
showed that abstracts use passive voice more frequently than conclusions.

There are very few linguistic analysis of abstracts that are compared
directly to their RAs (cf. Swales 1990: 181). One of these is Bazer-
man (1984b), who investigates a case-study on the construction process
of RAs. However, this work is just exemplary since it is based on archival
manuscripts from the physicist Cromptom in 1925. The other known study
comparing abstracts to their whole texts is the work done by Kretzenbacher
(1990), who examines a corpus of 20 RAs from the humanities in German.
Kretzenbacher reinforces the general finding that abstracts have a more
nominal style, e.g., higher noun-per-sentence ratio and nominalizations, use
genitive attributes and definite articles more often than the correspondent
RA. In contrast, RAs tend to use modal verbs more frequently than their
abstracts. Jordan (1991) defines two types of abstracts, the descriptive and
the informative ones, aiming to provide linguistic criteria for the distinction
between them. However, this analysis is performed over a very small num-
ber of abstracts and the criteria for abstract classification concentrate on
the use of passive voice and verb tenses. Ventola (1994) reports on textual
and syntactic analysis concerning the problems of writing of abstracts in a
foreign language, in this case, English. Later on, Ventola (1997: 349) argues
that “abstracts should be taken as a serious object of linguistic study” and
provides a comprehensive overview of the linguistic analysis of abstracts up
to then. Ventola claims that abstracts should not only be the object of
theoretical studies but also how important the application of such studies
as well as the cooperation between applied and field experts is for scientific
writers. Dorgeloh & Wanner (2003) studies the representation of agentivity
in abstracts of RAs through the classification of the verbs used in several
categories, e.g., reporting, mental, relational verbs. Their results indicate
that there is no generalization to be made concerning a possible loss of
the agentivity in scientific discourse. Hyland (2004) analyzes how authors
claim credibility and promote themselves in abstracts of a multidisciplinary
corpus. The major criticism to such studies so far is that they are mainly
descriptive, free of theoretical rooting and very often exemplarily.

Lorés (2004) analyzes abstracts from RAs according to their rhetorical
organization and thematic structure from the discipline of linguistics. Her
research follows the classification and analysis methods of Swales (1990)
and focuses especially on the thematic progression of the abstracts under
study. Thematic progression patterns in abstracts is also the focus of Saki
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(2004)’s work, while their discourse structure is investigated in Liddy (1991).
Salager-Meyer (1990, 1992) performs a corpus-based study of verb tense and
modality distribution in medical abstracts and examines how the meaning
conveyed by the different tenses and verbs is related to the function of the
different rhetorical divisions of abstracts. Her findings show that the active
past tense is the most frequent verb form followed by the past passive. The
results also indicate a correlation between tense and form of verbs distribu-
tion with subsections and rhetorical moves within abstracts structure. For
instance, may is most frequent in the conclusion part of abstracts, whereas
should is mostly used in recommendation moves in abstracts, and past tense
is mainly used in moves of statement of problem and data synthesis. Salager-
Meyer’s research is consistent with the rhetorical model of text analysis and
moves categorization developed by Swales (1990). Moreover, Stotesburry
(2003) performs an evaluation of the use of stance expressions in abstracts
in the humanities, social and natural sciences, showing that abstracts in the
humanities tend to use more evaluative expressions, while abstracts in the
natural sciences prefer modal verbs. Lastly, expressions of epistemic modal-
ity are more common at the end of abstracts from natural sciences, while
they are more frequent at the results part of abstracts of social sciences.

Another aspect of the linguistic research on abstracts is herewith ad-
dressed. These are studies that compare traditional abstracts with a re-
cently new form of abstracts, the structured ones. Structured abstracts
contain sub-headings, such as background, aim, method, results, and con-
clusions. Such abstracts are mostly found in medical journals. However,
they have been increasingly gaining acceptance in recent years, also in other
disciplines, such as economics. Hartley et al. (1996) investigate whether
structured abstracts may have an additional advantage of being easier to
search in comparison to traditional ones. Their findings support the ini-
tial hypothesis that it is easier for the readership to search information in
structured abstracts. In another work, Hartley & Sydes (1997) compare the
readability of structured abstracts with traditional ones. The results of this
work indicate that structured abstracts are not always easier to read than
the traditional ones. Finally, Hartley (1999) investigates whether structured
abstracts might be appropriate for the journal Applied Economics. His work
is exemplary considering only a few abstracts. The measures performed are
word length, information content, readability through a computer-based
readability score, and reader preferences which were collected by asking re-
search fellows. His conclusions indicate that the structured abstracts are
usually longer, more informative and found to be clearer by the their read-
ership. This supports Hartley’s previous view that structured abstracts are

15



2.2. Linguistic analysis of research articles and abstracts

more effective than traditional ones.

One last aspect of the linguistic research on abstracts involves the
question on how abstracts and RAs relate in a broader linguistic context.
Swales (1990); Hyland (2004) and Swales & Feak (2009) consider abstracts
as a “part-genre” of RAs®. Similarly, Jordan views abstracts as a “special
narrow genre within the wider genre of description” (1991: 508). Con-
versely, Lorés (2004: 281) describes abstracts as being “a genre in its own
right which, while sharing many features of the RA, also differs in several
important aspects, one of which is its rhetorical structure”. However, her
study focuses only on the rhetorical structure of abstracts not approaching
further aspects and differences between abstracts and RAs. Apart from
that, there is even no “agreement on the concept of genre itself” (Hyland
2009: 26). While Martin approaches genre as “context of culture” (1992a:
495) and as “how things get done, when language is used to accomplish
them” (1985: 250), Swales affirms that a genre “comprises a class of com-
municative events, the members of which share some set of communicative
purposes” (1990: 58) and Hyland understands genres as “schema” (Hyland
2009: 26).

This brief overview on previous linguistic research on abstracts and re-
search articles showed that the majority of them is descriptive and that
they do not compare abstracts directly to their RAs. Moreover, current
controversies concerning the relationship between abstracts and RAs in the
linguistic context were presented and discussed. The aims of this study
are, therefore, twofold. First, it aims to fill the gap concerning the lexico-
grammatical analysis of abstracts in direct comparison to their RAs in En-
glish. Second, it addresses conceptual and terminological uncertainties, in
order to clearly position abstracts and RAs in a broader linguistic context.
For this reason, this study is rooted on Systemic Functional Linguistics.
SFL is a social semiotic approach to language centered around the notion
of language function, which is suitable as a theoretical background for this
research. However, before SFL is introduced and discussed in details in Sec-
tion 2.4.2, two other relevant linguistic approaches to research on scientific
discourse, genre analysis and register analysis, are presented in Sections 2.3
and 2.4, respectively.

3“Genre is a name for a type of text or discourse designed to achieve a set of commu-
nicative purposes. Following this terminology, the research article is a genre, and various
parts of it, such as the Abstract and Discussion, are part-genres” (Swales & Feak 2009:

1).
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2.3 Genre analysis

Genre analysis can be defined as an umbrella term, covering “a range of
tools and attitudes to texts, from detailed qualitative analysis of a single
text to more quantitative counts of language features” (Hyland 2009: 25).
It is focused on the notion of genre. Notwithstanding the fact that there is
still no agreement on the definition of the concept of genre (cf. Bawarshi
& Reiff (2010: 3), Biber & Conrad (2009: 21-23), Hyland (2009: 26)), a
generally acknowledged definition of genre analysis that can be considered
is the one from Bhatia, who defines genre analysis as “the study of situated
linguistic behaviour in institutionalized academic or professional settings”
(Bhatia 2002: 22).

The term genre is multifarious; it has different meanings in different re-
search areas, e.g., folklore studies, literary studies, linguistics, rhetoric. One
possible definition of genre according to The Oxford English Dictionary* is
“a particular style or category of works of art; esp. a type of literary work
characterized by a particular form, style, or purpose”. However, according
to such definitions, genre keeps being “a fuzzy concept, a somewhat loose
term of art” (Swales 1990: 33). In the last few decades, major linguistic
work on genre has been performed by Swales (1981, 1990, 2004) among
others, e.g., Bazerman (1994); Hymes (1974); Saville-Troike (1982). In one
of his earliest works, Swales defines genre as “a more or less standardized
communicative event with a goal or set of goals mutually understood by
the participants in that event and occurring within a functional rather than
a social or personal setting” (Swales 1981: 10). In later work, he provides
a more detailed working definition of genre, although still recognizing that
“there remain several loose ends” (Swales 1990: 57):

A genre comprises a class of communicative events, the members of
which share some set of communicative purposes. These purposes
are recognized by the expert members of the parent discourse com-
munity, and thereby constitute the rationale for the genre. This
rationale shapes the schematic structure of the discourse and influ-
ences and constrains the choice of content and style.

(Swales 1990: 58)

In one of his most recent works, Swales (2004: 61) admits that his former
definition of genre is not applicable in the analysis of all cases and even

4“genre” The Oxford English Dictionary. 2nd ed. 1989. OED Online. Oxford
University Press. 4 Apr. 2000 <http://dictionary.oed.com/cgi/entry/50093715>.
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often prevents the recognition of newly explored or emerged genres. For
this reason, he now suggests that genre is to be regarded metaphorically,
as frames or schema for social action guiding users to achieve particular
purposes through language. According to this definition, academic discourse
would be a “constellation” of written (e.g., RAs, conference abstracts, PhD
Dissertations, grant proposals, textbooks, book reviews, etc.) and spoken
(e.g., lectures, seminars, colloquia, office hour meetings, PhD defenses, etc.)
genres (Hyland 2009; Swales 2004).

Genre analyses of academic discourse, including RAs and abstracts,
based on Swales’s work and genre definition, have been widely performed,
especially in the areas of English for Special Purposes (ESP) and rhetorical
analysis (cf. Section 2.2.1 and 2.2.2). A typical genre analysis starts with
the identification of the genre within a discourse community, followed by
the description of its intended communicative purpose. Then, the analysis
examines the genre’s organization, i.e., its schematic structure according
to the categories of the rhetorical moves defined by Swales. Additionally,
textual and linguistic features realizing such rhetorical moves are also of-
ten analyzed. Nonetheless, the main focus of the genre analysis approach
described here lies on making pedagogical improvements on ESP teaching
for both native and non-native speakers of English (Swales 1990: 232). The
major criticism of genre analysis approach, besides the fact that there is still
no general agreement on the definition of genre itself, is its extreme focus
on singular rhetorical events and strategies and its lack of underpinnings for
a general theory of language (e.g., Bhatia 1993). Moreover, the emphasis
on the direct transmission of text types implied by such an approach “does
not necessarily lead on to a critical appraisal of that disciplinary corpus, its
field or its related institutions, but rather may lend itself to an uncritical
reproduction of discipline” (Luke 1996: 314). Thus, Hyland (2003: 25) ar-
gues that “teaching genres may only reproduce the dominant discourses of
the powerful and the social relations which they construct and maintain”.

There are other approaches or perspectives in linguistically analyzing
texts, for instance, register analysis and Systemic Functional Linguistics,
which are more suitable for the current study. Register analysis is based
on the concept of register, the functional variation of language, and is con-
cerned with the qualitative and quantitative analysis of lexico-grammatical
features of texts and text excerpts. Register analysis is discussed in detail
in Section 2.4 and representative research in this area is given by Biber
(1988, 1995); Biber & Finegan (1994); Ghadessy (1993); Martin (1992a,
1993); Ure (1971, 1982), among others. Systemic Functional Linguistics is
developed by M. A. K. Halliday (Halliday 1985a, 2004a; Halliday & Hasan
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1989), among others, and provides a comprehensive theory of how language
functions to make meaning in a socio-cultural context. This theory is pre-
sented and discussed in detail in Section 2.4.2. It constitutes the theoretical
underpinnings for this work.

2.4 Register analysis

The notion of register is a long-established concept in linguistics. According
to The Oxford English Dictionary, the term register was first introduced in
linguistics by Reid (1956: 32).

He will on different occasions speak (or write) differently according
to what may roughly be described as different social situations: he
will use a number of distinct ‘registers’. OED Online (1989)°

By this time, studies of language focused on its structure, e.g., by iden-
tifying structural units and classes of given language and describing how
these units would combine to create larger structures, and not on the vari-
ation of language. Generally, variation of language can be divided into two
types, user-dependent and use-dependent variation (Gregory 1967). Ex-
amples of user-dependent variation are dialects, sociolects, and genderlects.
Contrastively, the use-dependent variation of language is exemplified in the
language of science and technology, legal English, language of weather re-
ports and recipes, among others. When compared to dialects, which can be
seen as what a person speaks, determined by who he is, register is what the
person is speaking, determined by what he is doing (Webster 2009: 445).
Thus, the term register has been used as an equivalent to language variation
according to use. According to Beaugrande (1993), similar concepts to reg-
ister are already proposed by Pike (1967), i.e., “the universe of discourse”
and Firth (1957, 1968), i.e., “restricted language”. Ure (1969a,b) further
developed the concept of register as “situationally-differentiated language
variety” (1969a: 107). However, it was M. A. K. Halliday who coined and
spread the notion of register as used in contemporary linguistics. In an
early work, Halliday & Hasan (1976: 22) defined register as “the linguistic
features which are typically associated with a configuration of situational
features”. According to this definition, the more specifically the context of
situation can be described, the more specifically the properties of text in

S“register, n.1” The Oxford English Dictionary. Draft Revision Mar. 2010. OED
Online. Oxford University Press. 4 Apr. 2000
<http://dictionary.oed.com/cgi/entry/50201234>.
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such a situation can be predicted. Thus, register is a setup of semantic
resources that any member of a culture typically associates with a given
situation.

Types of linguistic situation differ from one another, broadly speak-
ing, in three aspects: first, as regards what actually is taking place;
secondly, as regards what part the language is playing; and thirdly,
as regards who is taking part. These three variables, taken together,
determine the range within which meanings are selected and the
forms which are used for their expression. In other words, they de-
termine 'register’. (Halliday 1978: 31)

As stated by Halliday & Hasan (1976), these three aspects mentioned
above are called field, mode and tenor of discourse, respectively. More
specifically, the field of discourse represents the total event in which lan-
guage is functioning, which includes not only the topic of the text, but also
the purposive activity of the speaker or writer. The mode of discourse can
be defined as the function of the text in this event, comprising the channel,
e.g., written, spoken, written-to-be-spoken, and rhetorical mode, e.g., nar-
rative, persuasive, didactic. Finally, the tenor of discourse reflects the type
of role interaction between the participants involved in the event, i.e., their
social relations, e.g., expert-to-expert, expert-to-lay-person, etc. Thus, the
main purpose of register analysis is to find out “what situational factors
determine what linguistic features” (Halliday 1978: 32).

A register is a semantic concept. It can be defined as a configura-
tion of meanings that are typically associated with a particular situa-
tional configuration [...]. But since it is a configuration of meanings,
a register must also, of course, include the expressions, the lexico-
grammar and the phonological features, that typically accompany or
REALISE these meanings. (Halliday & Hasan 1989: 39)

A given context of situation corresponds, therefore, to a certain register,
i.e., a semantic variety in the linguistic system, realizing its own configura-
tions of lexico-grammatical features. Figure 2.1 shows different contexts of
situation corresponding to different semantic systems, i.e., registers, which
are colored grey. These different registers are realized in the several ways
by the lexico-grammatical system of language. This means that the seman-
tic level can be seen as a repertoire of situation-specific semantic systems,
including different text structures associated with different situations, and
being all realized by the “one highly generalized grammatical system”, as
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context

situation 1
4tuation 2

situation 3

semantics

Figure 2.1: Context of situation & register (Matthiessen 1993: 253)

stated by Matthiessen (1993: 253), who provides a comprehensive survey
on the development of register theory.

Register analysis has developed quickly in the last decades and several
researchers have adopted this approach for analyzing genuine texts and
establishing their characteristic linguistics features. This approach can be
used both for diachronic as well as for synchronic linguistic analysis of texts.
One example of diachronic register analysis is the work of Halliday (1988) in
the evolution of the language of physical science. It shows the development
of linguistics features characterizing such a register, e.g., nominalization,
grammatical metaphor, etc. Most of the studies are, however, synchronic,
investigating how written and spoken language is used in various contexts of
situations by identifying linguistic features in genuine texts realizing these
different registers, (e.g., Ghadessy 1988, 1993, 1999; Halliday & Martin
1993; Martin 1983; Martin & Veel 1998; Neumann 2003, 2008; Steiner 1996;
Teich 2003; Ure 1971, 1982; Ventola 1992, 1994, 1996, 1997; Wignell 1998,
2007; Wignell et al. 1993).
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2.4.1 Multi-dimensional approach to register
variation

Register analysis has profited immensely from the developments in compu-
tational linguistics in the last few decades. It has also allowed researchers to
gather, process, and analyze a greater number of genuine texts than in the
past. One of the most prominent work, diachronic as well as synchronic,
in register analysis of large numbers of texts is the research of Douglas
Biber and his collaborators (e.g., Biber 1988, 1993b, 1995, 2006a,d; Biber
& Conrad 2009; Biber & Finegan 1989, 1992, 1994). He proposes a com-
prehensive analytical framework for quantitatively analyzing register and
register variation. Based on Halliday’s definition of register (1978: 31; cf.
p. 20), Biber argues that such analytical framework should provide tools
for the identification, quantification and classification of the three typical
components of register analysis: the situational, and the linguistics charac-
teristics of register, and the functional associations between these two. Ac-
cording to Biber (1994: 35), such analysis are inevitably quantitative since
“register distinctions are based on differences in the relative distribution
of linguistic features, which in turn reflect differences in their communica-
tive purposes and situations”. As Halliday (1988: 162) points out, register
can also be defined as “a cluster of associated features having a greater-
than-random [...] tendency to occur”. Based on the notion of linguistic
co-occurrence Biber develops a multi-dimensional approach to register vari-
ation, by which different patterns of co-occurrence of linguistic features are
analyzed as underlying dimensions of functional variation. One of the ma-
jor distinguishing aspect of Biber’s framework is that it considers “register
variation as continuous rather than discrete” (Biber 1994: 36; emphasis
added). Hence, the focus of his multi-dimensional approach is on the rela-
tive distribution of common linguistic features, i.e., co-occurrence patterns
of register markers, flowing across register variation. In the preliminary
steps in the development of this approach, he identified 67 linguistic fea-
tures®, i.e., register markers (e.g., lexical classes, grammatical categories,
syntactic constructions), that may have a functional association in texts,
through the quantitative analysis of these features over a large number of
naturally occurring texts. These register markers were then organized into
16 major grammatical and functional categories, e.g., nominal forms, (e.g.,
nominalizations, gerunds and total other nouns), pronouns and pro-verbs,
passives, lexical specificity (e.g., type/token ratio and mean word length),
modals, etc. The co-occurrence patterns of these grammatical and func-

6A complete list of all register markers used in the multi-dimensional approach can
be found in Conrad & Biber (2001: 18-19).
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tional categories were then grouped into seven factors. This has been done
using a statistical technique known as factor analysis. Finally, these factors
were interpreted as seven dimensions of variation used for register compar-
ison. Thus, the first of the seven dimensions, which represent a continuum
along which registers may differ, is called Involved vs Informational Pro-
duction, by which high frequencies of occurrence of first- and second-person
pronouns, wh-questions, amplifiers are interpreted as an indication of inter-
personal interaction, i.e., a higher involved text production. Contrastively,
high frequencies of nouns, prepositional phrases, type/token ratio, and at-
tributive adjectives indicate a more informational focus in the text produc-
tion. The second dimension in this approach is Narrative vs Non-narrative
Discourse. Linguistic features contributing to the positive characterization
of narrative registers, e.g., fiction prose, are past tense verbs, third-person
pronouns, synthetic negation, and present participial clauses, among others.
Non-narrative registers, such as academic discourse and news, have lower
frequency of occurrence of such linguistic features. The third dimension
is called Elaborated vs Situation-dependent Reference. Linguistic features,
contributing to a more elaborated discourse, are, for instance, phrasal co-
ordination, nominalizations, wh-relative clauses, which are highly frequent
in, e.g., academic discourse. Time and place adverbials and adverbs in
news registers are features with high frequency of occurence that indicate
a more situation-dependent register. Quert Ezpression of Persuasion / Ar-
gumentation is the name of the fourth dimension. Features contributing
to a higher expression of persuasion / argumentation are modals, suasive
verbs and infinitives, among others. These occur highly in registers such
as professional letters and editorials. Contrastively, news registers are not
overtly argumentative, showing lower frequency or even absence of these
features. The fifth dimension is Abstract vs Non-abstract Style. Similarly
to dimensions 2 and 4, it has only positive loadings, e.g., conjuncts, pas-
sives, adverbial subordinators, etc. While academic discourse and official
documents show a high frequency of these features, conversation and fic-
tion show practically the absence of them. This confirms the expectation
for academic discourse being much more abstract than other registers. The
last two dimensions, dimension 6, On-line Informational Elaboration Mark-
ing Stance, and dimension 7, Academic Hedging, are the most difficult ones
to interpret (Conrad & Biber 2001: 39). These have few features with
important loadings, and have been less used in register analysis research.
Particullarly the interpretation of dimension 7 still needs to be rectified by
further research. Typical features contributing positively for dimension 6
are that-complement and -relative clauses, whereas down-toners, adverbs,
and attributive adjectives are important for dimension 7.
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Biber’s multi-dimensional approach for register analysis is, therefore, a
comparative perspective, where patterns of register variation are quantita-
tively investigated. Moreover, it is not rooted in any specific theoretical
framework. When a large quantitative unstructured feature set is statis-
tically processed, it will allow English teachers to produce better learning
materials.

In the field of ESP - English for Specific Purposes - researchers and
practitioners seek to understand the linguistic characteristics of spe-
cialized registers in English. One major goal of such research is to
design the best possible materials and activities to help students
comprehend and produce these registers appropriately.

(Biber et al. 1998: 157)

This approach requires no hypothesis formulation prior to the experi-
ments and provides a substantial overview over register variation. One of
the many advantages of this approach is precisely the fact that no hypoth-
esis is required prior to the quantitative investigation of linguistic features
because it allows linguists to gain insights into the variation of many dif-
ferent registers at once. However, this approach has been criticized for
relying strongly on statistical techniques, which are themselves not fault-
less, as well as for its lack of rooting in a broader linguistic theory, e.g.,
one which considers language entirely as a social-semiotic system. Systemic
Functional Linguistics is a linguistic theory that is used as the theoretical
underpinnings of this research, and is discussed in the next section, Section
2.4.2.

2.4.2 Systemic Functional Linguistics

The theory of language used as a basis here is the Systemic Functional Lin-
guistics (SFL; Halliday 1985a, 1985b; Halliday & Hasan 1989). SFL treats
language use as being inherently context-dependent, giving rise to registers,
i.e., patterns of language according to use in context. Hence, register is de-
fined in SFL as “what you are speaking at the time, depending on what you
are doing and the nature of the activity in which language is functioning.”
(Halliday & Hasan 1989: 41). SFL is considered with form and function of
language as well as the role of context in human communication, thereby
providing an analytical framework for lexical and grammatical qualitative
and quantitative analysis of linguistic features of language variation.
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A characteristic of the approach we are adopting here, that of sys-
temic theory, is that it is comprehensive: it is concerned with lan-
guage in its entirety, so that whatever is said about one aspect is to
be understood always with reference to the total picture.

(Halliday 2004a: 19)

SFL established a multidimensional model for the description of lan-
guages and its architecture evolved continuously since 1970s (e.g., Halliday
1959, 1985a; Halliday & Hasan 1989; Halliday & Matthiessen 2006; Martin
1992a; cf. Matthiessen 2007 for a survey on the historical development of
SFL). Currently, SFL’s multidimensional model follows the parameters of
stratification, metafunction and instantiation (Halliday 2004a; Martin 2007;
Teich 2003). The first parameter, stratification, means that language is “a
complex semiotic system, having various levels, or strata” (Halliday 2004a:
24). According to Martin (1992a), SFL distinguishes between the strata
of phonology, lexicogrammar, semantics, register, and more recently, genre,
and ideology. Initially, there was only the concept of register and there was
no need for genre or ideology in the SFL. model. Both were added later on
by Martin (1992a) (cf. Halliday 1978; Halliday & Hasan 1976, 1989). Figure
2.2 shows the strata of language as in SFL’s model through “the metaphor
of concentric circles” (Martin 1992a: 496), by which the larger circles recon-
textualize the smaller ones and their sizes indicate that each strata becomes
a larger unit, from phonology to ideology. This means that at the strata of
phonology, the focus of analysis is on syllables and phonemes, at the strata
of lexicogrammar it lays on the clause, and at the semantic strata the fo-
cus of analysis lays on paragraphs. Additionally, the focus at the level of
register lays on “a stage in a transaction”, at the level of genre on whole
texts, and at the level of ideology on “discourses manifested across a range
of texts” (Martin 1992a: 496).

The second parameter of SFL’s multidimensional model, metafunction,
relies on the multifunctional nature of language, thereby distinguishing
three functions or meanings: the ideational, the interpersonal and the tex-
tual. Ideational, the first metafunction that is further classified into logical
and experiential, is related to the construction of institutional activity, i.e.,
to the construction of human experience (Halliday 2004a; Martin 2009).
The ideational metafunction is linguistically realized in the field of dis-
course, which refers to what is happening, i.e., to the nature of the action
taking place in the discourse. The parameter of field characterizes texts
in terms of their domain-specificity, as described in terms of lexis, special-
ized terminology, etc. The second metafunction, interpersonal, is related
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lexicogramma

phonology

Figure 2.2: Stratification: Language & its semiotic environment (adapted
from Martin 1992a: 496)

to the negotiation occurring in the social action. The interpersonal meta-
function is linguistically realized in the tenor of discourse, characterizing
texts in terms of the interaction between the participants involved in the
discourse situation, e.g., expert-to-expert for abstracts and RAs (Martin &
Rose 2007). Finally, the third metafunction, is called textual. It reflects
how information flows and creates cohesion and continuity within discourse
(Halliday 2004a). Moreover, it is also linguistically realized in the mode of
discourse, i.e., in the symbolic organization of discourse. The parameter
of mode refers to the realization of the communication process in terms
of channel and medium. For abstracts and RAs, for example, the channel
is indirect, i.e., non-face-to-face communication, and the medium used in
the communication is written-to-be-read (Halliday & Hasan 1989). Taken
together, the parameters field, tenor, and mode of discourse constitute the
register of a discourse. In other words, register refers to “the semiotic sys-
tem constituted by the contextual variables field, tenor, and mode” (Martin
1992a: 502). Hence, different registers are to be characterized by different
configurations of this three parameters. Figure 2.3 shows the metafunc-
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Figure 2.3: Metafunctions in relation to register variables (field, tenor, and
mode) and genre (adapted from Martin (1992a, 2007, 2009))

tions in relation to register variables (field, tenor, and mode) and genre.
According to SFL, genre is a social process. The goals of given text are to
be defined in terms of systems of social processes at the level of genre, and
the register variables field, tenor, and mode work together to achieve such
a text goal.

For us a genre is a staged, goal-oriented social process. Social because
we participate in genres with other people; goal-oriented because we
use genres to get things done; staged because it usually takes us a
few steps to reach our goals. (Martin & Rose 2007: 8)

Martin (1992a, 1993) argues that since genres are social processes and social
processes interact to each other, thereby evolving, a superordinate level to
genre in the semantic system is needed: ideology (cf. Figure 2.2). “Viewed
synoptically, ideology is the system of coding orientations constituting a
culture; [...] dynamically it is concerned with the redistribution of power
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— of semiotic evolution” (Martin 1992a: 507). The advantages of clearly
formulating genre as a pattern of register patterns in comparison to the
previous mentioned approaches, register analysis (cf. Section 2.4) and genre
analysis (cf. Section 2.3), are discussed thoroughly in Section 2.5.

The third parameter of SFL’s multidimensional model, instantiation,
refers to the relation between the language system, i.e., the underlying
potential of language, and its instances in form of texts (cf. Halliday 2004a:
26, Martin & Rose 2007: 333). The instantiation process itself is determined
by the setting of the register variables field, tenor, and mode.

Each single stratum of SFL’s language model includes internally three
additional organizing parameters, aziality, rank, and delicacy. Axiality is
concerned with the paradigmatic and syntagmatic ordering in language, i.e.,
with patterns of choice “in what goes together with what” (Halliday 2004a:
22). Rank refers to the units involved in the paradigmatic and syntagmatic
axes, e.g., clause, phrase, group, and their associated complexes. Finally,

delicacy relates to the type-subtype relation organizing paradigmatic axes
(cf. Halliday 2004a; Teich 2003).

Section 2.4 presented a brief overview of register analysis, focusing on the
theoretical underpinnings of this research. SFL is a sophisticated linguistic
model, which makes the analysis of the relations between language and
different social contexts possible. It also allows a detailed investigation of
discourse variation based on the analysis of concrete linguistic features. The
following section sums up the different views on the concepts of register and
genre in the different linguistic approaches presented in Sections 2.3 and 2.4.
Finally, Section 2.5 also locates the current objects of study, abstracts and
RAs, within the theoretical background of this research, SFL.

2.5 Register & Genre

In the previous sections, three linguistic approaches for the linguistic analy-
sis of discourse were introduced and discussed, i.e., Genre analysis (Section
2.3), Register analysis (Section 2.4) and Systemic Functional Linguistics
(Section 2.4.2). Each of these approaches treats the terms register and
genre differently. The first approach, genre analysis, represented mainly by
the work of Swales (1990, 2004), only considers the term genre. According
to this approach, genre is defined often very differently, e.g., “a class of com-
municative events, the members of which share some set of communicative
purposes” (Swales 1990: 58) or as “schema” (Hyland 2009: 26). Besides the
fact that there is still no general agreement on the definition of genre itself
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(Hyland 2009; cf. Section 2.3, p. 17), the view of genre as schema has often
been criticized, for instance, by Threadgold:

Genres are not simply schemas or frames for action. They involve,
always, characteristic ways of ’text-making’ [...], and characteristic
sets of interpersonal relationships and meanings.

(Threadgold 1989: 105)

Swales’s concept of genre has been applied mainly in rhetorical studies,
by which research focuses lie on unfolding argumentation structure, and
not lexico-grammatical properties of discourse. For these reasons, genre
analysis is not the most adequate approach as theoretical background for
the intended purposes of this research on abstracts and RAs.

As discussed in the second approach, register analysis (Section 2.5),
Biber and his collaborators define the term genre “loosely [emphasis added]
[...] as text categorizations made by the basis of external criteria relating
to author/speaker purpose” (Biber 1994: 52) and register as “a cover term
for any language variety defined in terms of a particular constellation of sit-
uational characteristics” (Conrad & Biber 2001: 3). Initially, Biber (1988)
exclusively used genre rather than register. Later, they adopted almost ex-
clusively register instead of genre (Biber 1995; Biber et al. 1998; Conrad
& Biber 2001). Most recently, Biber & Conrad (2009) have included both
terms in their work, often considering them interchangeable. Despite this
controversy, this approach has been widely used in linguistics for the anal-
ysis of language variation, especially due to its theory-looseness and strong
reliance on statistical treatment of data. However, the methodology and
criteria proposed by Biber and his collaborators for the study of linguistic
variation have been criticized as not being ample enough.

[...] I believe that Biber et al.’s MD theory for register identification
is a useful tool in analyzing a register. [...] But that is not enough.
[...] Biber et. al.’s proposed criteria for register identification are
necessary but not sufficient. If the theory can pool additional lin-
guistic features from the field, the tenor and the mode of discourse,
it can establish a more valid profile of each register.

(Ghadessy 2003: 149)

For this reason, their approach does not constitute the theoretical back-
ground of this research on abstracts and RAs, although their methods are
very inspiring, especially when considering the choice of linguistic features
to be evaluated (cf. Section 4.4).
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Contrastively, the third approach introduced here, Systemic Functional
Linguistics (Section 2.4.2), adopts both terms register and, more recently,
genre, makes a theoretical distinction between them, placing them in two
distinctive semiotic levels (Martin 1985, 1997; Matthiessen 2007; cf. Fig-
ures 2.2 and 2.3). Martin (1992a: 505-507) argues that considering genre
as a pattern of register patterns, just as registers are considered as pattern
of linguistic parameters, has several advantages in comparison to other ap-
proaches. The first advantage is that placing genre as a further level in
the semiotic plane, which is not itself metafunctionally organized, allows
the classification of texts cutting across metafunctional components in lan-
guage. Furthermore, considering genre as a pattern of register patterns
accounts for the fact that not in all cultures all combinations of the vari-
ables field, tenor, and mode are to be found. Additionally, a theoretical
distinction between genre and register facilitates accounting for variety on
the sequential unfolding of text as process, and the notion of activity associ-
ated with field, tenor, and mode. Finally, Martin addresses the question of
genre agnation. He argues that genre is more than just the sum of register
parameters:

The argument here is that social processes are related in ways which
complement the valeur determined by looking at them from the per-
spective of field, mode or tenor alone. Combinations of field, mode
and tenor choices in other words enter into relationships with each
other which are more than the sum of their parts; to some extent,
genres have a life on their own. (Martin 1992a: 507)

In other words, the relationship between register and genre is an inter-
stratal one, with register realizing genre, and not a hierarchical one, with
one controlling the other (Martin & Rose 2007).

[...] genre does not determine register variables, any more than
register determines linguistic choices. Rather a genre is construed,
enacted, presented as a dynamic configuration of field, tenor and
mode; which are in turn construed, enacted, presented as unfolding
discourse semantic patterns. (Martin & Rose 2007: 309)

Thus, SFL offers a very elaborated model for describing language, allow-
ing a detailed investigation of language variation based on the analysis of
concrete linguistic features. For this reason, SFL was chosen as theoretical
background of this research.
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According to SFL, register variety can be regarded as a continuum of
variation throughout all possible settings of the parameters field, tenor,
and mode. However, the differences among genres are expected to be more
discontinuous and not as easily analyzed along a continuum as register
variation. Biber & Conrad summarize the relations between RAs and their
individual sections, which they call a case of embedded genres, as follows:

[...] there are cases where genre is embedded in a larger genre. For
example, introductory sections in scientific research articles can be
analyzed as a genre [...]| with its own conventional structure. Form
this perspective, the entire introductory section would be regarded as
a complete text. These texts represent the genre of “Introduction” be-
cause they conform to the expected conventional organization |[...].
At the same time, research article introductions are embedded in
the larger genre of scientific research article, which has its own con-
ventional structure (e.g., being organized as Abstract, Introduction,
Methods, Results, Discussion). (Biber & Conrad 2009: 33)

The main goal of this work is to gain insight into the linguistic charac-
teristics of abstracts in direct comparison with their respective RAs, and
to find differences and similarities between them. Hence, finding significant
differences regarding the distribution of linguistic features characterizing
field, tenor, and mode between abstracts and RAs would imply that they
represent different variations of language, at least different registers, or con-
ceivably different genres.

2.6 Envoi

This chapter has presented and discussed the state-of-the-art linguistic re-
search on abstracts and RAs. First, an overview on the historical develop-
ment of RAs and abstracts has been provided, thereby naming the most rel-
evant research performed so far. Subsequently, the most frequently adopted
approaches to the linguistic analysis of RAs and abstracts has been intro-
duced, followed by a discussion on the choice of the most appropriate ap-
proach as theoretical background of this research. Finally, the controversies
involving the concepts of genre and register has been addressed in connec-
tion with the linguistic model proposed by the theoretical underpinnings of
this research.

In order to achieve the goals of this research, linguistic features are to
be identified and analyzed that characterize abstracts and RAs, ideally, as
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different registers. Hence, the concrete design of this research should be
rather quantitative than qualitative; the chosen linguistic features are to
be extensive enough in order to allow a broad characterization of the texts
under study according to field, tenor, and mode of discourse. The analysis
of these features should comply with the current methodological approaches
in corpus linguistics; and finally, the results are subjected to statistical veri-
fication. Hence, Chapter 3 presents and discusses methodological aspects in
current linguistic research, setting the scene for the methodology adopted
in this research.
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CHAPTER 3

Empirical methods in linguistics

This chapter addresses some issues concerning the methods adopted in cur-
rent linguistic research. First, a brief overview on empiricism in linguistics
is given in Section 3.1. Then, the empirical methods adopted here, from
the area of corpus linguistics, are introduced in Section 3.2 together with
an exploration of its advantages and disadvantages. Thereafter, Section 3.3
examines the synergies between corpus linguistics, as a methodology, and
SFL, as theoretical background for linguistic research on language varia-
tion. Finally, Section 3.4 discusses the issue of statistical evaluation of the
obtained linguistic data.

3.1 Empiricism in linguistics

Empiricism can be defined as “an approach to a subject (in our case lin-
guistics) which is based upon the analysis of external data (such as texts
and corpora’)” (McEnery & Wilson 2001: 198), in contrast to rationalism,
which is based upon introspection, i.e., for the field of linguistics, native
speakers of a language who make theoretical claims about this language

based on their reflections®.

"The term corpus and its plural, corpora, are defined and discussed in Section 3.2.

8Fillmore (1992: 35) describes linguists, who “think” their examples, as follows: “A
caricature of the armchair linguist is something like this. He sits in a deep soft com-
fortable armchair, with his eyes closed and his hands clasped behind his head. Once in
a while he opens his eyes, sits up abruptly shouting, "Wow, what a neat fact!’, grabs
his pencil, and writes something down. Then he paces around for a few hours in the
excitement of having come still closer to knowing what language is really like. (There
isn’t anybody exactly like this, but there are some approximations)”.
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3.1. Empiricism in linguistics

The distinction between the empirical and the rational approach to a
subject is not a privilege of linguistics, but theoretically exists in any field of
scientific research. However, for the discipline of linguistics there is one per-
son responsible for the major discussions involving this natural dichotomy,
Avram Noam Chomsky (cf. Chomsky 1957, 1962, 1964, 1965, 1975, 1984,
1988). It is not the aim of this section to describe Chomsky’s criticism on
empiricism in linguistics thoroughly. Readers interested in this debate find
detailed information not only in Chomsky’s work itself, but also in several
critical reviews, e.g., Haegeman (1991); Horrocks (1987); Matthews (1981).
Nevertheless, it is important to mention that, one of Chomsky’s major ar-
guments against the use of empirical data in linguistics, i.e., real texts, is
that the main goal of linguists should be to explain linguistic competence
(i.e., internalized language knowledge) and not to describe and enumerate
performance (i.e., externalized utterances) phenomena (McEnery & Wilson
2001: 12). Besides, Chomsky argues that a collection of real texts will never
represent the wholeness of language:

Any natural corpus will be skewed. Some sentences won’t occur
because they are obvious, others because they are false, still others
because they are impolite. The corpus, if natural, will be so widely
skewed that the description [based upon it] would be no more than
a mere list. (Chomsky 1962: 159)

The impact of Chomsky’s criticism on empirical linguistics lead to the
rise of rationalist context-free approaches especially in North America, no-
tably, universal grammar (Chomsky 1965), generative grammar (Chomsky
1965, 1988), transformational grammar (Jackendoff 1974), government and
binding (Chomsky 1981), and more recently, minimalist program (Chom-
sky 1995). Although rationalism dominated the research landscape in lin-
guistics in the 1950s and 1960s, empiricism was never completely aban-
doned, particularly by Firth (1957, 1968), a leading British linguist, and
his followers, e.g., Halliday (1959), and more recently Hoey (2005); Sin-
clair (1991, 1996, 2003), for whom the central concept in linguistic analysis
is the context of situation. Under the influence of these so-called Neo-
Firthians, methodological approaches in dealing with naturally occurring
language were developed. Within this context, the debate on Chomsky’s
criticism on empiricism contributed remarkably to the further development
of the most acknowledged methodology for empirical research in linguistics,
corpus linguistics, which is introduced and discussed in the next section,
Section 3.2.
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3.2. Corpus linguistics

3.2 Corpus linguistics

Until the end of the 1940s, texts under study were mainly “virtual” (Halliday
2004a: 33), i.e., examples thought by grammarians and linguists, with the
purpose to illustrate certain categories or descriptions of language. Until
then, “real” texts were only available as printed texts. With the devel-
opment of tape recorders, spoken text became researchable, and with the
development of computers, large numbers of texts, both written or spoken,
became regularly the object of study in linguistics.

The study of language is moving into a new era in which the ex-
ploitation of modern computers will be at the centre of progress.
The machines can be harnessed in order to test our hypotheses, they
can show us things that we may not already know and even things
which shake our faith quite a bit in established models, and which
may cause us to revise our ideas very substantially. In all of this my
plea is to trust the text. (Sinclair 1992: 19)

Computers allow linguists to archive and quantitatively analyze real
texts on a large scale. Such a collection of texts can be in principle called
a corpus, which can be defined as “a collection of naturally-occurring lan-
guage texts, chosen to characterize a state or variety of a language” (Sinclair
1991: 171). However, in current linguistic research, further aspects are to
be considered when defining the notion of corpus: sampling and represen-
tativeness, finite size, machine-readability, and standard reference. For this
reason, a more precise definition of corpus is given by McEnery & Wilson:

So a corpus in modern linguistics, in contrast to being simply any
body of text, might more accurately be described as a finite-sized
body of machine-readable text, sampled in order to be maximally
representative of the language variety under consideration.
(McEnery & Wilson 2001: 32)

Thus, corpus linguistics® comprises methodologies allowing the linguistic
study of language variety based on authentic texts, i.e., corpora. In other

9Fillmore (1992: 35) describes corpus linguists as follows: “A caricature of the corpus
linguist is something like this. He has all of the primary facts that he needs, in the form of
a corpus of approximately one zillion running words, and he sees his job as that of deriving
secondary facts from his primary facts. At the moment he is just busy determining the
relative frequencies of the eleven parts of speech as the first word of a sentence versus
as the second word of a sentence. (There isn’t anybody exactly like this, but there are
some approximations)”.
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3.2. Corpus linguistics

words, corpus linguistics is “perhaps best described [...] in simple terms
as the study of language based on examples of 'real life’ language use”.
(McEnery & Wilson 2001: 1). However, it is important to reinforce that
corpus linguistics is not an area of linguistics, like syntax, semantics, or
sociolinguistics, but a group of methodologies for linguistic analysis (Leech
1992: 79). A recent discussion on the status of corpus linguistics as a
discipline or method is found in Gries (2010); Teubert (2010a,b). According
to Leech (1992: 107) and Biber et al. (1998: 4), the main characteristics of
corpus-based linguistic analysis are:

e it is empirical, analyzing the actual patterns of use in nat-
ural texts;

e it utilizes a large and principled collection of natural texts,
known as a “corpus”, as the basis for analysis;

e it makes extensive use of computers for analysis, using both
automatic and interactive techniques;

e it depends on both quantitative and qualitative analytical
techniques;

e it concentrates on linguistic performance and not on lin-
guistic competence;

e it concentrates on the linguistic description of language in-
stead of linguistic universals;

e it concentrates on the empirical perspective of linguistic
analysis and not on the rationalist one.

Chomsky’s criticism on corpus linguistics is thereby not completely in-
validated (Gilquin & Gries 2009; McEnery & Wilson 2001). Corpus linguists
currently ague that the use of corpus does not replace completely the use
of intuition (which, however, even for a native speaker can be unreliable,
i.e., wrong), rather linguistic research needs corpus along with intuition to
succeed.

I don’t think there can be any corpora, however large, that contain
information about all of the areas of English lexicon and grammar
that I want to explore [...] [but] every corpus I have had the chance
to examine, however small, has taught me facts I couldn’t imagine
finding out any other way. My conclusion is that the two types of
linguists [armchair and computer!'®] need another.

(Fillmore 1992: 35)

10¢f, Footnotes 8 and 9
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3.2. Corpus linguistics

Linguistic research using corpus linguistics as methodology has consider-
ably increased over the last three decades, mostly due to the improvements
in computer techniques in addition to new evidence for recognizing the value
of corpora use. Corpus linguistics has been applied in several areas of lin-
guistics, such as lexicography (e.g., Sinclair 2003), grammar (e.g., Biber
et al. 1999, 2002), language variation (e.g., Biber 1988, 1990, 1995, 1996,
2006b; Biber & Finegan 1994), translation studies (e.g., Baker 1993, 1995,
1996; Neumann 2003; Teich 2003), among many others.

Corpus analysis can be qualitative or quantitative. Qualitative corpus
analysis does not aim to assign frequencies to the linguistic features identi-
fied in the corpus. For this kind of analysis, data is only a basis for identifi-
cation and description of aspects of language use, providing real examples of
a given linguistic phenomena under study. In contrast, quantitative corpus
researchers identify and classify linguistic features, count them, evaluate
them statistically and even develop models to explain what is observed
(McEnery & Wilson 2001: 76).

Moreover, corpora can be unannotated or annotated. Unannotated cor-
pora comprise only the plain texts, while annotated corpora are enriched
with further linguistic information, e.g., parts-of-speech (“the most basic
type of linguistic corpus annotation” (McEnery & Wilson 2001: 46)), mor-
phological information, rhetorical structure information, etc. Initially, lin-
guistic research has been made over unannotated corpora. However, due to
the development of linguistic tools for (semi-)automatic annotation of texts,
such corpora have gained preference over unannotated ones in linguistic re-
search. The main reason for annotating texts is that through explicit an-
notation of linguistic information to certain words, texts extracts, etc., this
information becomes searchable. The retrieval and therefore quantification
and interpretation of linguistic information from annotated texts is the piv-
otal advantage for using annotated corpora in comparison to unannotated
ones.

Although corpus linguistics is primarily adequate for lexical analysis,
grammatical studies have been using corpora as object of study very fre-
quently (e.g., Biber et al. 1999). Corpora are very important for grammati-
cal research because of “their potential for the representative quantification
of the grammar of a whole language variety” (McEnery & Wilson 2001: 110).
Besides, such empirical data can be used for testing hypothesis derived from
theoretical linguistic models, as for instance, suggested by Halliday:
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3.2. Corpus linguistics

We have always had ’grammars’ and ’dictionaries’. [...]| at one end
are content words, typically very specific in collocation and often
of rather low frequency, [...] at the other end are function words,
of high frequency an unrestricted collocationally, which relate the
content words to each other and enable them to be constructed into
various types of functional configuration. (Halliday 1992: 63-64)

Fundamental work is needed on the probabilistic modeling of systems
in a paradigmatic grammar of this kind. But in my view this effort
is more likely to be successful if we first find out more of the facts;
and that can only be done by interrogating the corpus.

(Halliday 1992: 76)

Investigation of actual language use in large scale is the main advantage
of using corpus linguistics as a methodology for studying language structure
and variation since other traditional approaches rely on introspection and
on exemplarily evidence, based on small samples. However, corpus linguis-
tics is not free of disadvantages. Corpora are always limited in size and
only represent a sample of texts collected over a certain period of time.
Thus, all obtained results reflect language use only within this time period.
Additionally, there is a limitation of language variety covered by a corpus.
Generalizing results obtained from corpora are not without hazard since it
is impossible to cover all varieties of language in a single corpus.

As mentioned previously, the use of annotated corpora allows the explicit
querying of rather implicit linguistic information. Although extremely time
consuming, manual annotation of texts delivers a high quality of linguistic
information, given that there are precisely formulated annotation guidelines,
so that linguists can rely on inter-annotator agreement, avoiding annotation
inconsistency. Semi and fully automatic annotation allow the processing of
much more texts in much less time. Nevertheless, linguists should be aware
of the fact that using such tools for corpora annotation, a given error is
always implied, i.e., false annotation, which is innate to the tools in use.
In other words, the more linguistic information is automatically added to
corpora, the less accurate the annotation will be.

Furthermore, quantitative results obtained using this methodology have
to be evaluated for statistical significance, in order to determine how likely
the results are due to chance. Although statistical evaluation of data is
crucial for helping the linguistic interpretation of results, it is per se not
free of limitations (cf. Section 3.4). Hence, corpus linguistics is not the
ultimate methodology in current linguistic analysis, but an excelent one,
especially as a complement to other approaches.
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3.3 Corpus linguistics and SFL

As discussed in Section 2.4.2, Systemic Functional Linguistics (SFL) is a
theory of language, while corpus linguistics (CL, Section 3.2) is basically
a methodology for analyzing language that can be applied in almost any
theoretical framework (Thompson & Hunston 2006: 2). However, there are
more synergies between them than one would initially think of. As Halliday
points out, there is “a natural affinity between systemic theory and corpus
linguistics” (Halliday 2006: 293). Although SFL is a very complex theory,
it relies on naturally occurring language, i.e., instances of language in the
form of texts (Halliday 2009: 63), and on probabilities (Halliday 2009: 69)
for building models for language description. These two issues constitute
the the key concerns of CL as well (McEnery & Wilson 2001).

[...] corpus studies underpin the general principle of functional vari-
ation in language; they make it possible to quantify the lexicogram-
matical differences among different registers, and to interpret this
kind of variation as a redistribution of probabilities.

(Halliday 2006: 294)

Tucker (2006: 102) argues that the incorporation of corpus linguis-
tics into SFL offers additional perspectives on the understanding of social
semiotic processes since it illuminates linguistic patterns across the cor-
pus. Additionally, annotation of corpora, whether manual, semi, or fully
automated, followed by querying and interpretation of the results provide
a further source of linguistic information (cf. Section 3.2), which can be
used to support and shape the language model of SFL. However, as stated
by Matthiessen (2006: 109), the higher the level to be annotated, the less
feasible is automation (cf. Figure 2.2, p. 26). In other words, annotation
of word classes can be successfully automated, while the annotation of se-
mantic features according to the SFL model of language becomes a difficult
challenge for linguists (Matthiessen 2006: 141). For this reason, SFL studies
have only partially applied a corpus linguistic methodology and not many
of them have used large corpora so far.

Major future work on the synergies between SFL and CL lies on the de-
velopment of techniques allowing the annotation and investigation of SFL
features on a larger scale. Halliday summarizes the complementariness be-
tween SFL and CL as follows:
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A language is a meaning potential, one that is open-ended; the gram-
matics has to explain how this meaning potential is exploited, and
also how it can be enlarged. And this is where I see a complemen-
tarity between systemic theory and corpus linguistics. This is not
a complementarity of theorising and data-gathering: systemic lin-
guists have always tried to base their descriptions on observable data,
while some corpus linguists have proclaimed themselves 'mere data-
gatherers’ (not without a touch of disingenuousness since I do not
think they were really disparaging their own work!), data-gathering
is never theory-free, and collecting, managing and interpreting cor-
pus findings is itself a highly theoretical activity.

(Halliday 2006: 295)

Concerning the quantitative research on the lexico-grammatical proper-
ties of abstracts and research articles aimed at here, the decision of adopt-
ing SFL as theoretical background has been already addressed on Section
2.4.2. The arguments presented in Sections 3.2 and 3.3 substantiate the
presupposition that CL is the most adequate methodology in supporting
this research.

The study of grammatical frequencies is not, I think, some kind
of optional extra: such quantitative patterns are a feature of the
lexicogrammaticalisation of meaning, the process by which meaning
potential becomes effectively without a limit. The project cannot be
other than a corpus project. (Halliday 2006: 299)

The core of this research on abstracts and research articles lies in the
analysis and interpretation of quantitative linguistic data obtained from
the corpus under study. One crucial step in this analysis is the statistical
evaluation of the results, which aims to clarify how likely these results are
due to chance. Section 3.4 thus discusses the main issues in statistical
evaluation of linguistic data based on current practices of corpus linguistics.

3.4 Statistical evaluation of linguistic data

As mentioned in Section 3.2, corpus linguistics is an empirical methodology
allowing scientific quantitative research in linguistics. After quantitative
data is obtained, linguists are to describe and interpret the results carefully
in order to explain given linguistic phenomena. The first step in treating
data is to describe them as accurately and revealingly as possible. There-
after, linguists have to evaluate and interpret the data, most likely through
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the testing of previously formulated hypotheses. The knowledge of statisti-
cal methods is imperative for linguists to achieve these aims.

Statistical methods can be generally divided into descriptive statistics
and analytical statistics. Descriptive statistics provides linguists with meth-
ods for optimal description and visualization of data. Analytical statistics
offers linguists adequate methods for significance testing of data as a means
to hypothesis-testing. This section does not aim to provide a comprehen-
sive overview on statistics for linguistics, but only addresses the relevant
methods and techniques applied in this research, complying with current
practice of corpus linguistics. The formulae of the statistical techniques
used in this research are not described here since they are standard in cur-
rent statistics. Comprehensive work in statistics for linguistics is found in
e.g., Baayen (2008); Gries (2008b, 2009a,b); Manning & Schiitze (1999);
Oakes (1998); Rasinger (2008). Thus, Section 3.4.1 presents the techniques
for data visualization and description applied here. The following section,
3.4.2, discusses the techniques for evaluation of data significance used in
this research. Finally, Section 3.4.3 addresses the issue of limitations of
statistics in quantitative linguistic analysis in general.

The open-source software R'', which is not only a language but also
an environment for statistical computing and powerful graphics, has been
chosen as the tool for loading, processing, visualizing, and statistically an-
alyzing quantitative data in this research. The most comprehensive review
of R and its applications is currently given by Crawley (2007). Dedicated
work on the application of R in linguistics is found in e.g., Baayen (2008);
Gries (2008b, 2009a,b). The R-codes used in this study are not described
in this section, but presented in Appendix A.6.

3.4.1 Descriptive statistics

Descriptive statistics helps linguists describe and graphically display quan-
titative data. Frequencies of occurrence of linguistic features, which are
the most typical kind of quantitative data in corpus linguistics, are usually
displayed in form of tables, scatterplots, bar or pie charts.

There is an extremely useful way of displaying data using R, which is
called boxplot with notches. Figure 3.1 displays a graph of an example of
fictitious data. Boxplots show the distribution of data, either a single sample
or several samples simultaneously, in a box around the horizontal thick line,

Uhttp://www.r-project.org/ (accessed: 18 July 2010).
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Figure 3.1: Fictitious example of a bozplot with notches

the median'?. The distribution of data is divided into four equal quartiles.
The top of the box shows the upper quartile and the bottom of the box
indicates the lower quartile. The vertical dashed lines are called whiskers.
They show either the maximum (and minimum, respectively) value or 1.5
times the interquartile range of data, whichever is smaller (Crawley 2007:
155). Qutliers are values which are more than 1.5 times the interquartile
range above the third quartile or below the first quartile. They are always
plotted individually. In other words, in case of not having outliers, whiskers
always indicate the maximum and minimum values. The use of median
instead of the well known (arithmetic) mean is more advantageous since
medians are less sensitive to outliers, which can distort the mean (Neumann
2008: 83). Boxplots are not only useful for showing the location and spread
of data, but also for indicating asymmetry of data, i.e., skewness, in the

12 According to Baayen (2008: 21fF.), “the median is obtained by ordering the obser-
vations from small to large, and then taking the central value (or the average of the two
central values when the number of observations is even”.
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sizes of the upper and lower part of the boxes. For instance, in Figure
3.1, sample 1 has a symmetrical distribution of data around the median,
while sample 5 shows a much higher range of data above its median than
below. Furthermore, the notches, drawn as a waist around the median,
alm to give an idea about the significance of the differences between several
medians. According to Crawley (2007: 157), “boxes in which the notches
do not overlap are likely to prove to have significantly different medians
under an appropriate test”. Thus, such graphical illustration of data is
highly helpful to gain first insights in linguistic data. For example, Figure
3.1 indicates that there is probably no significant difference between the
medians of samples 0, 1, and 2, while the comparison between samples 1
and 3 will probably show significant different medians. Moreover, samples
6 and 7 are examples of either samples with small sizes and/or with high
variance. In such cases, the notches are not displayed as usual, but fold
downwards/upwards. This is how R warns users about possible invalidity
of the notch test. However, linguists must bear in mind that each of these
“prima facie” evidence of significant difference between medians must be
statistically tested properly (Gries 2009a: 205). The proper tests for this
purpose are discussed in Section 3.4.2.

Besides boxplots, histograms are used also in visualizing data distribu-
tion within a single sample in the present study. Histograms are excellent
for showing the mode, i.e., the value occurring most frequently, the spread,
and the skew of a set of data (Crawley 2007: 162). Through such graphs,
linguists can easily visualize whether data are normally distributed or not.
The concept of normal distribution of data is of central importance in an-
alytical statistics, particularly concerning the choice of statistical tests for
significance to be applied to data (cf. Section 3.4.2).

Figure 3.2 illustrates an example of a histogram for a fictitious feature «z,
showing, that in this case, data are not normally distributed. Normally dis-
tributed data are characterized by symmetrical distribution of data around
the mode and equal values for mean, median, and mode. Boxplots also
provide information concerning the tendency to normality of data since the
thick line representing the median would be precisely in the middle of the
box and the whiskers would be equally high to the top and the bottom of the
median in case of normally distributed data (cf. Figure 3.1). Nevertheless,
the results provided by histograms are more accurate.

Thus, descriptive statistics provides linguists not only with relevant in-
formation about the characteristics of experimental data, but also with
convenient techniques for visualizing such data. However, in order to eval-
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Figure 3.2: Fictitious example of a histogram

uate and interpret data in more detail, e.g., to determine whether values
between different samples are statistically significant, linguists need specific

statistical tests, which are part of analytical statistics.

3.4.2 Analytical statistics

Analytical statistics, also known as inferential statistics, is used to evalu-

ate and interpret sample data. They are especially used in the domain of
hypothesis and significance testing (i.e., deductive approach to research),

which is of pivotal importance in a quantitative corpus linguistic method-
ology. Generally, the hypotheses which are to be tested with the help of
quantitative data and analytical statistics, should be formulated prior to
the collection of data (Gries 2009b: 13). According to Bortz & Doéring
(2006: 7), a hypothesis to be tested should be a statement concerned with
a single phenomenon. It should have the structure of a conditional sentence
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and be potentially falsifiable. The linguists’” own hypothesis is called al-
ternative hypothesis and it is denoted as H;. However, analytical statistics
does not allow the verification of the trueness of H;. Analytical statistics
provide linguists with methodologies and tests for showing that the logical
counterpart of the researcher’s own hypothesis is most probable not true.
The logical counterpart of H; is called the null hypothesis and is denoted
as H,.

The most essential part of the statistical approach of hypothesis
testing is that, contrary to what you might expect, you do not
try to prove that your alternative hypothesis is correct — you try
to show that the null hypothesis is most likely(!) not true, and
since the null hypothesis is the logical counterpart of your alter-
native hypothesis, this in turn lends credence to the alternative
hypothesis. In other words, in most cases you wish to be able
to show that the null hypothesis can not account for the data
so that you can adopt the alternative hypothesis.

(Gries 2009a: 183ff.)

Therefore, the null hypothesis should state that variables are normally
or randomly distributed; or that there is no difference between groups,
samples, or variables; and that in case of existing differences, these are due
to chance (Gries 2009b: 13).

A ficticious example of hypothesis formulation in case a linguist is in-
terested in the relation between gender and slang use could be:

H;: There is a relationship between the gender of the speaker and the
use of slang in language

Hy: There is no relationship between the gender of the speaker and the
use of slang in language

The data obtained from the analysis of an adequate corpus would be
then tested for the probable negation of Hy.

The choice of the proper tests to be applied to hypothesis-testing, how-
ever, is very dependent on the kind of variables one is dealing with. It
is not the aim of this section to present all possible combinations of tests
and kinds of variables. This section addresses only the tests used in this
research. Readers find more detailed discussion on this issue in e.g., Gries
(2008b); Rasinger (2008). The process of choosing the adequate test for
hypothesis-testing should take the following questions into consideration
(Crawley 2007; Gries 2009a):
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Are the observations of the samples independent of each other?

Are there outliers in the data?

Are the values normally distributed?

Are the variances homogeneous?

Correlation of the samples, outliers, non-normality, and heterogeneous
variances can invalidate inferences made by some standard tests. One of
the most frequently used standard statistical test for sample comparison in
linguistics is the t-test. However, the t-test may only be used if the observa-
tions of the samples are independent; the data is normally distributed; and
the variances of the samples are homogeneous. Therefore, before applying
the t-test for hypothesis-testing, linguists should answer the four questions
mentioned above.

For this research on abstracts and research articles, there is no rela-
tionship between the observations of the samples since data are randomly
extracted from a corpus. Besides, the corpus itself is a random selection
of texts of the domains under study (cf. Section 4.1). However, as will be
discussed in Chapter 5, there are some outliers. The existence of outliers

is detected using boxplots with notches for data visualization (cf. Section
3.4.1).

The condition of normal distribution is tested using not only histograms,
but most importantly using the Shapiro- Wilk test. The Shapiro-Wilk test
computes the value for the parameter W. For Shapiro-Wilk test, the hy-
potheses to be tested are:

H;: The data deviate from a normal distribution; W # 1
Hy: The data do not deviate from a normal distribution; W = 1

If the values of W are smaller than 1 and the corresponding p-values
(which estimate the probability that a result could have occurred by chance)
are smaller than 0.05, then, there is a probability of at least 95% that the re-
sults are not due to chance and therefore statistically significant. This being
the case, it means that Hy has to be rejected and consequently the data is
not normally distributed (cf. Gries (2009a: 208) and Crawley (2007: 282)).
Most of the data obtained in this research is not normally distributed (cf.
Chapter 5). This observation corroborates Gries’s statement that “natural
linguistic data are only rarely normally distributed” (Gries 2009a: 210).

Finally, the homogeneity of variances is tested using the Fligner-Killeen
test since most of the data in this research do not allow the use of the usual
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test for this purpose, the F-test, which also requires normally distributed
data. Additionally, the Fligner-Killeen test has the advantage of being not
sensitive to outliers (Crawley 2007: 293). The results of this test often indi-
cate non-homogenous variances for the data in this study (cf. Chapter 5).

Since the data in this research often did not conform!® to the prereg-
uisites for using the t-test for significance testing, the Wilcoxon rank-sum
test is the test chosen for determining whether differences between samples
are statistically significant or not. The Wilcoxon rank-sum test, also known
as U-test, is the non-parametric alternative to the t-test. It has no pre-
requisites to be tested and can be used for non-normally distributed data.
Again, if the calculated p-values are less than 0.5, the null hypothesis can
be rejected and the compared samples are significantly different from each
other. One advantage of this test is that it is said to be more conservative
than the t-test (in case it could have been applied to the data). In other
words, if the Wilcoxon rank-sum test computes a significant difference, “it
would have been even more significant under a t-test” (Crawley 2007: 298).

Another statistical test used in this research is the chi-square test (x?).
The chi-square test is one of the most important tests used very frequently
in linguistics. It tests the association degrees between categorial, i.e., nom-
inal, variables and it can be used for determining whether such samples
are significantly different from each other. Basically, the chi-square test
compares the observed values with the appropriate set of expected ones.
In other words, it compares whether “our expectations and our actual data
correspond” (Rasinger 2008: 145). The requirements in using the chi-square
test are all observations are independent of each other; 80% of the expected
frequencies are larger or equal to 5; and all expected frequencies are larger
than 1 (Gries 2009b: 152). If the calculated p-value is smaller than 0.05
the samples are significantly different from each other.

However, the chi-square test implies an intrinsic approximation inher-
ent to its internal calculation formula, i.e., the so called expected values.
For this reason, the Fisher’s exact test should always be preferred over the
chi-square test. The Fisher’s exact test allows the exact calculation of the
significance of the deviation from a null hypothesis, rather than relying on
an approximation, as in the case of the chi-square test. The only inconve-
nience of the Fisher’s exact test is that it can not be performed "by hand”
due to the complexity of its formula. However, R has a function for calcu-

13 According to Gries (2009a: 241), the t-test function implemented in R does not
require homogeneity of variances. However, there is still the violation of normal distri-
bution, which is the knock-out criteria for not using the t-test.
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lating the Fisher’s exact test, which nevertheless may require lots of CPU
time and even cause overload. Alternatively, the function for calculating
the Fisher’s exact test can be set for simulation instead of exact calcula-
tion. Thus, when treating contingency tables, first a Fisher’s exact test is
to be performed. In case it does not work because of overload, then a chi-
square test is performed. If the chi-square test returns a warning message
that the results may be not correct, then a Fisher-test with simulation is
performed.

The last sort of statistical methods to be introduced here is the so called
multivariate statistics. Multivariate statistics comprises a class of statisti-
cal methods which is fundamentally different from the previously presented
statistical tests. This is because it does not look for variation in variables,
but for “structure in the data” Crawley (2007: 731). For this purpose, two
different multivariate statistical techniques are applied in this study: hier-
archical agglomerative cluster analysis and principal component analysis.

In contrast to all previously mentioned statistical tests, hierarchical ag-
glomerative cluster analysis requires no hypotheses formulation prior to
data testing (i.e., inductive approach to research). It is, therefore, a data-
driven exploratory approach, by which all the steps “do not involve any
(potentially biased) human decisions” (Gries 2006: 129).

The idea behind hierarchical cluster analysis is to show which of a
(potentially large) set of samples are most similar to one another,
and to group these similar samples in the limb of a tree. Groups of
samples that are distinctly different are placed in other limbs. The
trick is in defining what we mean by ’'most similar’.

(Crawley 2007: 742)

The two parameters for determining group sampling are the similarity
measure and the amalgamation rule. The similarity measure is a correla-
tional measure, calculated based on the cosine distance between the vectors
in the matrix of numerical data. The amalgamation rule calculates for ev-
ery possible amalgamation “the sums of squared differences from the mean
of the potential cluster, and then the clustering with the smallest sum of
squared deviations is chosen” (Gries 2009b: 317). Detailed information on
the calculation steps behind hierarchical agglomerative cluster analysis is
found in Baayen (2008); Crawley (2007); Gries (2009b).

Figure 3.3 shows a fictitious example of a cluster dendrogram, which is
the output of a hierarchical agglomerative cluster analysis. In this fictitious
example, USA states are clustered based on data concerning the number of
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Figure 3.3: Fictitious example of a cluster dendrogram (adapted from R
Documentation on General Tree Structures)'*

arrested people in these states. According to Figure 3.3, the first cluster is
composed of California, Maryland, Arizona and New Mexico, by which the
two last states having a more similar profile of arrests when compared to
the first two ones. This first cluster is also very distinct in comparison to
the fourth cluster, comprising the states of Alaska, Mississippi and South
Carolina. This figure provides the researcher interested in the profiling of
arrests in the USA with grouping of states in degrees of similarities. The
next step would thus be the interpretation of this clustering to be performed
by the researcher. For each dendrogram, every single sample is plotted as
its own cluster at the bottom of the dendrogram. Starting from every single
sample, a vertical line is drawn upwards reflecting the degree of similarity

“http://sekhon.berkeley.edu/stats/html/dendrogram.html
(accessed: 03 November 2010).
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of these samples based on its height. Finally, the vertical lines are grouped
together by horizontal lines. The longer the vertical lines, the more distinct
the clusters are. Hierarchical agglomerative cluster analysis thus provides
researchers with an objective categorization of data, which can be certainly
seen as a valuable component of the data evaluation and interpretation
process.

Principal component analysis (PCA), the second multivariate statisti-
cal method applied in this study, aims to “find a small number of linear
combinations of the variables so as to capture most of the variation in
the dataframe as a whole” (Crawley 2007: 731). When analyzing n vari-
ables, e.g., linguistic features, the researcher is dealing with n vectors in
a dataframe matrix and therefore with a n-dimensional space. It is quite
comfortable for the researcher to handle the data, if the whole dataframe
is reduced to a small number of combinations of the original data explain-
ing the variance in the data matrix. Ideally, this number of components
is reduced to two or three, so that a n-dimensional space can be reduced,
analyzed and visualized in a bi- or tridimensional space. Furthermore, the
components found in this analysis are very useful in finding patterns of
correlation between the data and the features investigated. The concrete
application of this method in this study and the results obtained are dis-
cussed thoroughly in Section 5.2.2. A detailed discussion on PCA and its
applications can be found in Jolliffe (2002); Kline (1994).

Although analysis of variance (ANOVA) has become very popular in
linguistic research lately, it was not used in this study. The reasons for this
are twofold. First, ANOVA is a parametric technique like the t-test, which
can be used to analyze variability within- and between groups. Therefore,
similarly to the t-test, ANOVA requires normally distributed data among
other prerequisites. As mentioned before, the data in this study does not
comply with this condition very often. Second, there are other statistical
techniques, as discussed previously, which deliver relevant results to support
linguists’ interpretation of data.

[...] [T]he fact that t-tests and ANOVAs are the parametric tech-
niques to investigate between-groups and within-groups variance
does not prove that other statistical methods cannot also yield in-
teresting results. It is for these reasons that, in spite of their appeal
at a superficial glance, t-tests and ANOVAs do not enjoy a central
status here. (Gries 2006: 145)
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Statistical methods are fundamental parts of quantitative linguistic stud-
ies. They help in describing and visualizing data and are essential for the
process of evaluation and interpretation of large amount of quantitative
data. For this reason, statistics plays a very important role in the overall
corpus linguistics methodology. However, as already partially discussed,
statistical methods are not free of constraint. The next section, Section
3.4.3, deals with the limitations of statistical techniques.

3.4.3 Limitations of statistics

As discussed in Sections 3.4.1 and 3.4.2, statistics is fundamental in the
process of description, visualization, evaluation and interpretation of quan-
titative results in linguistics. As any other methodology in science, it has
not only advantages, but also limitations.

Statistics is only suitable in the study of quantitative phenomenon, not
for qualitative studies. Consequently, statistics is not adequate for the study
of individual items; it deals only with groups as an aggregate of items. For
this reason, several statistical techniques are not adequate for small samples
or groups of items.

Knowing that every corpus represents a given language only partially,
studies on larger corpora probably deliver better results in comparison to
smaller corpora. However, no matter how large the corpus under study
is, it will never represent the wholeness of language. Thus, the results of a
corpus analysis primarily represent the properties of the studied corpus. In-
ferences and generalizations beyond the corpus under study should therefore
be formulated with caution.

Another important aspect is that all statistical techniques are based on
probabilities and approximations. Hence, statistical results do not repre-
sent the absolute trueness of facts, but only likeness and tendencies. For
this reason, it is very important that the collection, analysis and interpre-
tation of data is performed carefully, otherwise the statistical results may
be misleading.

Finally, applying statistical techniques to data requires good statistical
knowledge of the researchers. They should clearly understand not only the
constraints in applying a certain test in advance, but also what is behind
the formulae and prerequisites in order to avoid misused tests and wrong
interpretations of the results. It does not matter whether statistics is used
for a deductive or inductive approach to research, the most important step in
linguistic research is still the careful interpretation of data by the researcher.
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The previous chapters provided information about the state-of-the-art
of linguistic research on abstracts and research articles followed by the the-
oretical background and aims of this research (cf. Chapter 2) as well as
the empirical corpus linguistic methodology and statistical evaluation of
obtained data (cf. Chapter 3). Chapter 4 discusses the concrete design
of this research, its corpus, the hypotheses to be tested, and the linguistic
features chosen for the quantitative analysis.

52



CHAPTER 4

Research design

This chapter presents the design of this research, which aims to investigate
linguistic differences between abstracts and their research articles (RAs)
across several scientific domains. Section 4.1 introduces the corpus and its
design, followed by the description of its processing and annotation steps
in Section 4.2. The hypotheses tested in the empirical analysis are then
formulated in Section 4.3. Finally, Section 4.4 deals with the choice of the
linguistic features for the empirical analysis.

4.1 Corpus

This research is conducted in the context of the project “Linguistic pro-
files of interdisciplinary registers'®” ( Linguistische Profile interdisziplindrer
Register; henceforth LINGPRO; Teich & Holtz (2009); Teich & Fankhauser
(2010)). LINGPRO investigates the linguistic genesis of interdisciplinary reg-
isters at the boundaries of computer science with some other established sci-
entific discipline, and aims to develop register profiles of the texts produced
in selected scientific “cross™ disciplines (bioinformatics, computational lin-
guistics, computational engineering and microelectronics). For these pur-
poses, a corpus of journal articles from several scientific disciplines was built
(Darmstadt Scientific Text Corpus; henceforth DASCITEX). DASCITEX
covers nine scientific domains, and has a three-way partition: computer sci-
ence; “mixed” disciplines, i.e., interdisciplinary domains involving computer
science and one “pure”-discipline (computational linguistics, bioinformatics,
computer-aided design, and microelectronics); and “pure” disciplines, i.e.,

Yhttp://www.linglit.tu-darmstadt.de/index.php?id=lingpro_projekt (ac-
cessed: 21 July 2010).
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Discipline Journals Year
Computer 1. Journal of Algorithms 2004-2006
science 2. Journal of Computer 2005-2007
and System Science
Linguistics 1. Language 2003-2006
2. J. of Linguistics 2006 (42:1)
3. Functions of Language 2005-2006
4. Linguistic Inquiry 2005-2006
Biology 1. Gene 2004-2006
2. Nucleic Acid Research 2006
Mechanical 1. Chemical Engineering 2006-2007
engineering and Processing
2. Chemical Engineering Science  2006(10)-(1)2007
3. International J. of Heat 2006(10)-(1)2007

and Mass Transfer

Table 4.1: Overview of the sources of the ABSTRA corpus

disciplines from which the mergers with computer science are built (lin-
guistics, biology, mechanical engineering, and electrical engineering). The
choice of the journals included in DASCITEX!® was based on experts’ rec-
ommendations from the chosen disciplines.

The corpus used in the present research on abstracts and RAs is a sub-
set of DASCITEX. It is called ABSTRA (Abstracts and Research Articles
Corpus), hereafter. It comprises only the disciplines of computer science,
linguistics, biology, and mechanical engineering. The reason for deciding
to work only with these four disciplines is twofold. First, a selection for a
subcorpus had to be made due to time constraints since this research aims
to quantitatively analyze several linguistic features in a given time span.
Second, it is expected that in case of existing domain specific differences
between abstracts and their RAs, such differences are more distinctive be-
tween disciplines that are expected not to be very similar to each other.
Additionally, the four chosen disciplines represent one discipline from the

16Readers find detailed information about DASCITEX on the project’s homepage (cf.
footnote 15).
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humanities (linguistics), one discipline from the natural sciences (biology),
one discipline from engineering (mechanical engineering), and finally the
last one, computer science. It is quite different from the previously men-
tioned disciplines, being perhaps more similar to mathematics.

Table 4.1 shows the journals from which the articles were extracted, and
the time span when the articles were collected. The focus of the journal
selection criteria lies on the representativity of the journals of the “mixed”
disciplines and then on the acknowledged journals for the corresponding
“pure” discipline. This was the rationale for the choice of journals to repre-
sent a given discipline. For instance, for the discipline of biology, the journals
chosen were Gene and Nucleic Acid Research. From LINGPRO’s point of
view which aims to study the development of the register of bioinformatics,
these are certainly the two most adequate journals in the DASCITEX cor-
pus. The same is valid for all other domains. Since ABSTRA, the corpus
under study here, is taken from the DASCITEX corpus, the constraints for
building up the corpus apply. Hence, the ABSTRA corpus does not aim
to be a representative of the entirity of each of these four disciplines. Yet,
the ABSTRA corpus is adequate in representing language patterns of both
abstracts and RAs in the chosen domains. According to Biber et al., the
issues on corpus design can be summarized as follows:

[...] [IJt is important to be realistic. Given constraint on time, fi-
nances, and availability of texts, compromises often have to be made.
Every corpus will have limitations, but a well-designed corpus will
still be useful for investigating a variety of linguistic issues.

(Biber et al. 1998: 250)

The number of texts and tokens per discipline and for the whole AB-
STRA corpus is shown in Table 4.2. Tokens in this case represent the num-
ber of running words. All 94 texts were obtained from online journals mostly
in original PDF'"-format. This format, however, does not allow any further
annotation and querying of linguistic information of texts. For this reason,
all texts of the corpus were converted to HTML format using the AnnoLab
suite'®(Eckart 2006; Eckart & Teich 2007). UTF-8' encoding was used to
assure that as many as possible of the original characters remained intact.

17 Adobe Portable Document Format; http://www.adobe.com/products/acrobat/
adobepdf .html (accessed: 21 July 2010).

8http://www.annolab.org/ (accessed: 21 July 2010).

9UTF-8 is defined by the Unicode Standard [UNICODE]. Descriptions and formulae
can also be found in Annex D of ISO/IEC 10646-1 [ISO.10646]; http://www.iso.org/
(accessed: 24 July 2010).
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- Abstracts Research articles™*
Discipline
Texts Tokens  Texts Tokens
Computer science 27 4,772 27 134,890
Linguistics 14 2,565 14 126,442
Biology 24 7,428 24 80,295
Mechanical engineering 29 4,386 29 79,398
94 19,151 94 421,025

*Research articles not including their abstracts

Table 4.2: Overall size of the ABSTRA corpus

After this conversion into HT'ML, each of the subcorpus of RAs comprised
around 150,000 tokens per discipline. The number of texts was chosen, so
that the number of tokens would be similar over the four disciplines. How-
ever, the resulting texts are not completely clean (e.g., erroneous splitting
/ contraction of tokens). For some types of linguistic investigations, this
quality of data may be acceptable, but for this present study, it is crucial
to have them absolutely clean. For this reason, all 94 texts were manu-
ally cleaned, although this procedure is very time consuming. Regrettably,
the texts of the disciplines biology and mechanical engineering were more
“dirty” than the others. This was also due to the use of many tables and
figures, which were converted into gibberish and were therefore discarded.
This is the reason for the variation in the final number of tokens per dis-
cipline in the RA subcorpus (cf. Table 4.2). The number of tokens in the
abstract subcorpus is dependent on the RA subcorpus since abstracts are
part of RAs. Hence, the ABSTRA corpus contains only manually cleaned
texts consisting of a total of 19,151 tokens of abstracts texts and 421,025
tokens of RAs texts. This number of tokens, both for abstracts and RAs
complies with the size criteria recommended by Biber et al. (1998: 248) for
grammatical inquiry. According to Biber et al. (1998: 249), lexicographic
studies however demand very large corpora.

Although the size of ABSTRA is not adequate for linguistic research
concerning lexical features, quantitative results in this area are still relevant
in gaining insights into the lexical characteristics of abstracts and their RAs.
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Due to copyright restrictions for the texts included in DASCITEX and
consequently in ABSTRA, both corpora cannot be made freely available.

4.2 Corpus processing and annotation

The ABSTRA corpus is composed of several annotation layers together with
metadata information for each of its texts. The metadata for bibliographical
information is based on the TEI?° standard. Additionally, metadata infor-
mation for the situational parameters of field, tenor, and mode of discourse
is provided for all texts in ABSTRA. The tenor of discourse is invariably
expert-to-expert and the mode of discourse is written-to-be-read since all the
texts are journal articles (cf. Halliday & Hasan 1989). The field of discourse
varies according to the disciplines. It is encoded in the metadata informa-
tion as the keywords provided by each RA. The management of this data
is achieved via JabRef?!, an open source bibliography reference manager.
Figure 4.1 shows the typical metadata information for a text in the corpus
with field, tenor, and mode information. FEach of the {text}-fields in Figure
4.1 contains the corresponding information for each single text in ABSTRA,
thus allowing the tracking of bibliographical and context information for all
texts in the corpus.

All processing steps of ABSTRA are managed also by the AnnoLab
suite (Eckart 2006; Eckart & Teich 2007). AnnoLab is a modular extensible
framework, which is able to deal with texts annotated at multiple levels of
linguistic organization (multi-layer annotations). Each layer is represented
in an XML document and the different layers are connected to the text
data via stand-off references. AnnoLab is written in Java 1.5 and can use
Apache UIMA?? to manage linguistic processing chains. Data are stored in
an eXist?® native XML database, which can be queried with XQuery, an
XML query language?®*.

With the help of AnnoLab, a processing pipeline was built for tokeniza-
tion, part-of-speech (PoS) tagging, lemmatization, and syntactic parsing of
the texts in ABSTRA (cf. Figure 4.2). The tagger incorporated in AnnoLab
is the TreeTagger, a language independent part-of-speech tagger (Schmid
1994a,b). TreeTagger’s English parameter file was trained on the PENN

Dnttp://www.tei-c.org/index.xml (accessed: 24 July 2010).

2lhttp://jabref .sourceforge.net/ (accessed: 24 July 2010). The native file for-
mat used by JabRef is BibTex, the standard IATEX bibliography format.

2http://uima.apache.org/ (accessed: 25 July 2010).

Zhttp://exist.sourceforge.net/ (accessed: 25 July 2010).

nttp: //www.w3.org/TR/xquery/ (accessed: 25 July 2010).

57


http://www.tei-c.org/index.xml
http://jabref.sourceforge.net/
http://uima.apache.org/
http://exist.sourceforge.net/
http://www.w3.org/TR/xquery/

4.2. Corpus processing and annotation

@ARTICLE{ text-year,
author = { text 1},
title = { text },
journal = { text 1},
year = { text },
volume = { text },
pages = { text 1},
number = { text 1},
month = { text },
abstract = { text },
keywords = { text 1},
owner = { text },
pdf = {archive\A\text-year.pdf},
field = { text 1},
tenor = {expert-to-expert},
mode = {written-to-be-read},
timestamp = { text },
url = { text }

Figure 4.1: Metadata annotation of the ABSTRA corpus

Treebank and its tag set?® (Marcus et al. 1993). According to Schmid
(1994b), the TreeTagger achieves 96.36% accuracy. The syntactic parser
incorporated in AnnoLab is the statistical Stanford Parser?S, which is a
program for determining the grammatical structure of sentences in form of
e.g., nominal and prepositional phrases (Klein & Manning 2003a,b). Its
performance is 86.36% (Klein & Manning 2003a: 423), which is excellent
for a statistical syntactic parser. Figure 4.2 shows the processing pipeline
used for ABSTRA.

The metadata information and linguistic annotations are stored sepa-
rately in different layers, one for each type of annotation. Appendix A.l
illustrates such a multi-layer annotation in XML. The annotated corpus can
be queried over strings, annotations of a single layer and multiple layers.
However, retrieving information from the corpus requires the use and com-
bination of several query tools, depending on what is being queried. The

Zhttp://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
Penn-Treebank-Tagset.pdf (accessed: 25 July 2010).

2http://nlp.stanford.edu/software/lex-parser.shtml (accessed: 25 July
2010).
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Figure 4.2: ABSTRA corpus processing pipeline

IMS Corpus Workbench (IMS-CWB; Christ 1994) is employed for query-
ing the PoS-layer. IMS-CWB is a set of tools for the manipulation of large,
linguistically annotated text corpora, which includes the IMS Corpus Query
Processor (CQP; Christ et al. 1999), a specialized search engine for linguis-
tic research. The query over the parsed layer is performed using XQuery?’,
an XML query language, over the AnnoL.ab database. Finally, data analysis
was performed using either Microsoft Excel®, WordSmithTools 5.0 (Scott
2008) or R, depending on type of analysis.

Sections 4.1 and 4.2 described the rationale for building the ABSTRA
corpus as well as its processing and annotation steps. The next section
approaches the formulation of hypotheses to be tested empirically in this
study.

4.3 Hypotheses

As mentioned in Section 1.1, the main goal of this thesis, which is also
the research problem here, is to gain insight into linguistic characteristics
of abstracts in direct comparison with their respective RAs, in the expec-
tation of finding significant differences between them. For the purpose of
quantitative investigation of authentic language used in abstracts and RAs,
the ABSTRA corpus was built (cf. Section 4.1). The main variables in this
corpus are text type®® (abstracts / RAs) and domain (computer science /
linguistics / biology / mechanical engineering). It is possible to formulate
one hypothesis, which is to be tested by the empirical analysis, for each of
these two variables. Moreover, a third hypothesis is formulated to investi-
gate a possible register /genre variation between abstracts and RAs. Regis-

2Thitp: //www.w3.org/TR/xquery/ (accessed: 25 July 2010).
28The term text type is used here in a broad, linguistic, non-technical sense, just as
an equivalent to the German term Textsorte.
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ter variation is associated with functional variation of language, reflected in
variation of the linguistic choices within different registers. Contrastively,
genre variation is associated with the social processes and their linguistic in-
stances in language use to fulfill communicative purposes (Biber & Conrad
2009; Martin 1992a). Such variation directly results in different patterns
of linguistic features, which can be quantitatively investigated and statis-
tically evaluated. The next sections present and discuss the hypotheses to
be tested in this research.

4.3.1 Variation according to text type

Abstracts and their RAs are intuitively different. This research aims to
find significant differences between these two text types. Such differences
are to be detected at both the lexical and the grammatical level through
the quantitative analysis of linguistic features. The concrete set of linguistic
features to be investigated in this study is discussed thoroughly in Section
4.4. The null (H1y) and the alternative (H1;) hypotheses for Hypothesis 1
are thus formulated as follows:

H1,: The quantitative analysis of linguistic features reveals statistically
significant differences between abstracts and their RAs at both lexical and
grammatical levels.

H1,: The quantitative analysis of linguistic features reveals no statisti-
cally significant differences between abstracts and their RAs at both lexical
and grammatical levels.

4.3.2 Variation according to domain

Although possible differences between abstracts and RAs exist, domain spe-
cific differences within each of these two text types are also presumed. In
other words, differences within abstracts of the four domains under study
are expected to be found. The same is valid for RAs. This is because
different disciplines tend to express their knowledge in different ways (cf.
Halliday & Martin 1993). Such differences are to be detected at both the
lexical and the grammatical level through the quantitative analysis of lin-
guistic features. Again, the set of linguistic features to be investigated is
presented and discussed in Section 4.4. Therefore, the null (H2y) and the
alternative (H2;) hypotheses for Hypothesis 2 are formulated as follows:

H2,: The quantitative analysis of linguistic features reveals statistically
significant differences across domains for abstracts and RAs at both lexical
and grammatical levels.
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H2,: The quantitative analysis of linguistic features reveals no statisti-
cally significant differences across domains for abstracts and RAs at both
lexical and grammatical levels.

4.3.3 Variation according to the context of situation

The last issue to be addressed here is the theoretical question whether ab-
stracts and their RAs are distinct registers or maybe even distinct genres
(cf. Section 2.5). The answer to this question is directly dependent on
results showing different patterns of linguistic features. For registers, dif-
ferent patterns reflect differences in the configuration of the parameters of
the context of situation, i.e., field, tenor and mode of discourse. According
to Martin & Rose (2007: 309), differences in genres would reflect “the field,
tenor and mode selections that genres do and do not share”. While regis-
ter variation can be seen as a continuum, genre variation is more discrete

(Biber & Conrad 2009: 33).

Nevertheless, register/genre differences are undoubtedly reflected in dif-
ferences in the configuration of the parameters of the context of situation
and differences in the realizations of concrete linguistic features. Thus, such
differences are to be detected at both the lexical and the grammatical level
through the quantitative analysis of linguistic features.

As for the other two hypotheses, the set of linguistic features to be
investigated is discussed in Section 4.4. The null (H3;) and the alternative
(H3;) hypotheses for Hypothesis 3 are therefore formulated as follows:

H3,: Abstracts and their RAs show different configurations of the pa-
rameters of context of situation field, tenor, and mode of discourse.

H3,: Abstracts and their RAs do not show different configurations of
the parameters of context of situation field, tenor, and mode of discourse.

These three hypotheses are to be statically tested in the empirical anal-
ysis of the ABSTRA corpus in Chapter 5 and subjected to corroboration
or refutation in Chapter 6. In order to test these hypotheses, adequate ob-
servable linguistic features must be selected, as it is not possible to entirely
test all possible features in a language. However, such linguistic features
should not be randomly selected. They should be deduced from indicators,
which, in turn, are adequate for the characterization of different language
variations since the aim of this research is to show that abstracts and RAs
differ linguistically. The criteria for the selection of such indicators and
their corresponding linguistic features are discussed in the next section.
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4.4 Indicators for empirical analysis

According to the underlying theoretical framework of this research, Sys-
temic Functional Linguistics (SFL), language and context are “inextricably
linked” (Thompson 2004: 10). SFL’s language model is composed of three
metafunctions, i.e., ideational, interpersonal, and textual, whose configu-
rations are determined by the situational context in which language is be-
ing used. These three metafunctions are linguistically expressed through
the three parameters of the context of situation, field, tenor, and mode
of discourse, respectively. According to SFL, language variation therefore
unavoidably reflects a variation in the configurations of field, tenor, and
mode (cf. Figure 2.3, p. 27). For this reason, the parameters field, tenor,
and mode of discourse are adequate parameters for the study of language
variation (cf. Halliday & Hasan 1989; Neumann 2003, 2008; Steiner 1983;
Teich 2003).

Knowing that these parameters are linguistically realized at the lex-
icogrammatical level, different configurations of these reflect directly into
different realizations of very concrete linguistic features, which are adequate
indicators for quantitative empirical analysis. The selection of these features
is a crucial step on the research design. The criteria for feature selection
used in this research is based on previous works on register variation (e.g.,
Biber 1988, 1995, 2006¢; Biber & Finegan 1994; Biber et al. 2007; Neumann
2003, 2008). They also take the design and size of the ABSTRA corpus into
consideration, which are not adequate for applying any kinds of features,
as discussed in Section 4.1.

According to Halliday & Hasan (1989: 26), the field of discourse is
concerned with “what’s going on”, the tenor of discourse covers “who is
taking part”, and the mode of discourse deals with the “role assigned to
language” in the context of situation where language is functioning. These
parameters are further classified into several subcategories, which are going
to be briefly described here, followed by a discussion of their applicability to
this research, as well as of the typical linguistic features that may be used
to characterize the ABSTRA corpus according to these parameters. Figure
4.3 summarizes the classification of the parameters of context of situation
and the forthcoming discussion.

The field of discourse, the first parameter of the context of situation,
can be subdivided into the parameters experiential domain and goal orien-
tation. The experiential domain is also called “the nature of social activity”
(Halliday & Hasan 1989), which deals with the topic of the context where
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language is being used. Vocabulary (e.g., most frequent words, special ter-
minology), distribution of lexical words (nouns, lexical verbs, adjectives,
adverbs), and keywords? are therefore suitable linguistic features, i.e., in-
dicators, for investigating variation in the experiential domain. The goal
orientation is concerned with the purpose of the text and is further classi-
fied into argumentation, exposition, instruction, and narration. This defi-
nition of goal orientation is very similar to the genre definition according
to Martin (1992a). Hence, differences in the parameter of goal orientation
very much likely reflect genre variation.

Since the ABSTRA corpus contains only scientific papers, the expected
goal orientation types are argumentation and/or exposition. A typical fea-
ture used as an indicator for the characterization of argumentative texts
is the use of modals, e.g., prediction, necessity, and possibility modals, for
the argumentative discourse is “designed to persuade the addresse” (Biber
1988: 111). Prediction modals, i.e., will, would, shall, are directly related
to whether a given event will happen or not. Necessity modals, i.e., ought,
should, must, are directly concerned with the obligation and necessity of
events happening and are therefore directly persuasive (Biber 1988: 150).
Finally, possibility modals, i.e., can, may, might, could, deal with the possi-
bility of an event occurring. Possibility modals are mainly used to express
uncertainty or lack of precision concerning the information presented, or to
discuss different perspectives on a given topic (Biber 1988: 106, 150). For
this reason, necessity and possibility modals are of pivotal importance in
characterizing argumentative discourse.

Past tense is a linguistic feature that serves as an indicator of expos-
itory texts since a low frequency of occurrence of past tense is expected
for event-oriented, static, descriptive, or expository discourse (Biber 1988:
109). Additionally, the features high frequency of nouns, high type/token
ratio, and the presence of nominalizations and passives are further indicators
of expository texts since they are characterized by a highly informational
discourse (Biber 1988: 104).

The second parameter of the context of situation, tenor of discourse,
can be further divided into three types: agentive role, social role rela-
tionship, and social distance. Agentive role deals with the identification
of information-giver and information-taker in language. Taking into con-
sideration that the ABSTRA corpus contains only written texts, further

29« A word which is positively key occurs more often than would be expected by chance
in comparison with the reference corpus” (http://www.lexically.net/downloads/
version5/HTML/index.html) (accessed: 29 July 2010).
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investigation of this parameter is pointless in this research since for all
texts the information-givers are the authors and the information-takers are
the readers of the texts. Social role relationship deals with the hierarchy,
i.e., relationship of power between participants, i.e., information-givers and
information-takers, in the situation, and is sub-classified into level of au-
thority, level of expertise, and level of education.

A typical linguistic feature characterizing level of authority is the use
of modality. This is specially valid for necessity modals, i.e., ought, should,
must since they allow information-givers, in this case the authors, to achieve
a more distant and powerful social role in the communication process. The
level of expertise is linguistically realized in the form of terminology, use of
keywords and nominalizations, and long sentences. The level of education is
identifiable, for instance, in teaching environments, where communication
between people of different levels of education take place, e.g., students, who
are not proficient in language and therefore make grammatical mistakes.
Knowing that the texts in the ABSTRA corpus are published in journals,
i.e., from expert-to-expert, it is unnecessary to investigate this parameter
in this research. Social distance is concerned with the style of the commu-
nication taking place, i.e., level of formality. This parameter is similar to
Biber’s dimension “involved vs informational production”. Typical linguis-
tic features characterizing this dimension are, for instance, high frequency
of nouns, word length, the use of prepositional phrases, high type/token
ratio (Biber 1988).

Finally, mode of discourse, the third parameter of the context of situ-
ation, is sub-classified into language-role, channel, and medium. Language
role, i.e., the kind of language being used, can be further divided into an-
cillary and constitutive language use. Ancillary language, i.e., language
supporting a nonverbal action, is typical of spoken language use. It is char-
acterized, for instance, by the high frequency of ellipsis. This parameter is
not relevant in this research since the ABSTRA corpus contains only writ-
ten texts. Constitutive language use is characterized by the full use of the
language potential. Typical linguistic features characterizing constitutive
language use are indicative mood, declarative sentences, and high density
of lexical words. Channel deals with the physical conditions of the commu-
nication (Halliday & Hasan 1989). In all the texts of the ABSTRA corpus
its configuration is “graphic” since all texts were published in print. For
this reason, this parameter is not going to be addressed in this research. Fi-
nally, medium covers the differences between spoken and written language,
and their special cases like speeches, which although written, are expected
to be heard by the audience. Although all texts in ABSTRA are of the
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kind “written-to-be-read”, differences between texts could potentially still
occur (Neumann 2008: 65). Typical linguistic features characterizing this
parameter are high density of lexical words, and grammatical complexity?,
among others.

This research aims to characterize abstracts and RAs through a quan-
titative study of several of the above discussed linguistic features over the
ABSTRA corpus, in order to test the hypotheses formulated in Section
4.3. The choice of the features considered also other issues, like for in-
stance, the feasibility of their quantification according to the methodology
to be adopted. The selected features can be grouped into three categories:
shallow features, i.e., those reflecting general characteristics of the corpus,
lexical, and grammatical features. The linguistic features chosen for the
empirical analysis are

o Shallow features

— Sentence length (i.e., words/sentence)
— Type/token ratio

— Distribution of lexical words
e Lexical features

— Lexical density
— Distribution of the most frequent lexical items
— Keywords: keyness of the most frequent lexical items3!

o Grammatical features

— Distribution of modals
— Distribution of passives
— Distribution of nominalizations

— Grammatical complexity (as grammatical phrases, e.g., NPs,
PPs, PPs embedded in NPs, etc. . .)

Table 4.3 summarizes the relationship between the parameters field,
tenor and mode of discourse, and the indicators, i.e., the linguistic features
chosen for the quantitative analysis, taking into account that one feature
may be indicative of more than one parameter subcategory simultaneously.

30For detailed information, see Section 5.1.3.4.
31Keyness: how much a keyword is a keyword; always in comparison to reference
corpora (for details cf. Section 5.1.2.3).
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Indicators for empirical analysis

Parameter

Parameter subcategory

(what the features are indicative of)

Indicator
(linguistic feature)

Field of discourse

Experiential domain

Keywords
Lexical words

Goal orientation

Lexical words
Modals
Nominalizations
Passives
Type/token ratio
Pronominalization

Tenor of discourse

Social role relationship

Keywords
Modals
Nominalizations
Sentence length

Social distance

Lexical words
Type/token ratio
Grammatical complexity

Mode of discourse

Language role

Lexical density

Medium

Grammatical complexity
Lexical density

Table 4.3: Relationship between parameters

and indicators

67



4.4. Indicators for empirical analysis

This research follows a twofold empirical analysis plan. First, a deduc-
tive empirical analysis is to be performed, by which the selected features
are to be quantitatively determined and statistically evaluated for signifi-
cance and hypothesis testing. Then, an inductive empirical analysis is to be
performed. The purpose of the inductive empirical analysis is to corrobo-
rate (or not) the results of the deductive empirical analysis. Since inductive
analysis formulates no hypothesis to be tested prior to the analysis, the
obtained results in such a “theory-free” analysis are good indicators of how
adequate the hypothesis and features chosen for the deductive empirical
analysis are.

The present chapter initially introduced ABSTRA, the corpus under
study, its design, processing steps, and annotations. Then, hypotheses to
be tested by the empirical analysis were formulated, followed by a discussion
on adequate indicators, i.e., features, to empirically test these hypotheses.
The next chapter, Chapter 5, presents the results of both the deductive
and inductive empirical analysis and their evaluation. The relationship
between the actual results of the empirical analysis, the indicators, and the
parameters is then discussed in Chapter 6.
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CHAPTER 5

Empirical analysis

This chapter presents the results of the deductive and inductive empiri-
cal analyses and their evaluation over the ABSTRA corpus. Section 5.1
presents the results of the deductive empirical analysis, comprising the data
for shallow (Section 5.1.1), lexical (Section 5.1.2), and grammatical analy-
sis (Section 5.1.3). Then, Section 5.2 discusses the results of the inductive
empirical analysis including the hierarchical agglomerative cluster analysis
(Section 5.2.1) and principal component analysis (Section 5.2.2).

The correlation between the empirical results presented here and the
parameters for context of situation is discussed in Chapter 6. When appli-
cable, statistical evaluation of data is discussed as well as the procedural
method used in R, which is described in detail in Appendix A.6. Gen-
erally, results concerning abstracts and RAs are presented first, followed
by the respective discussion on the domain variation in each sub-corpus.
For the purpose of comparison with other established corpora, the follow-
ing reference corpora are used in this research, depending on the feature
being considered: the Freiburg-LOB Corpus of British English®? (FLOB),
the Freiburg-Brown corpus of American English® (Frown), and the British
National Corpus®** (BNC).

32nttp://www.helsinki.fi/varieng/CoRD/corpora/FLOB/index.html (accessed:
08 August 2010).

33http://www.helsinki.fi/varieng/CoRD/corpora/FROWN/ (accessed: 08 August
2010).

34http: //www.natcorp.ox.ac.uk/ (accessed: 08 August 2010).
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5.1. Deductive empirical analysis

5.1 Deductive empirical analysis

In this section, the results of the deductive empirical analysis are presented
and discussed. They comprise shallow (Section 5.1.1), lexical (Section
5.1.2), and grammatical (Section 5.1.3) features analysis. Since a deduc-
tive analysis is used, null hypotheses prior to the analyses themselves are
formulated. Based on the obtained results and on statistical significance
testing, the formulated null hypotheses are then refuted or not.

5.1.1 Shallow features

This section discusses the results for the shallow features, starting from the
more general to the more specific feature. The first results to be discussed
concern the distribution of parts-of-speech (Section 5.1.1.1), followed by the
values for words per sentence (Section 5.1.1.2). Section 5.1.1.3 introduces
the concept of type/token ratio and presents the corresponding data for the
ABSTRA corpus. The last of the shallow features, distribution of lexical
words, is then discussed in Section 5.1.1.4.

5.1.1.1 Parts-of-speech

Data concerning the distribution of parts-of-speech are the first entrance
to quantitative analysis of annotated corpora, like the ABSTRA corpus.
They constitute the basic data about the corpus and provide an overview
on the frequencies of word classes indicating potential interesting linguistic
phenomena for further study. As mentioned in Section 4.2, ABSTRA is
tagged for part-of-speech according to the tagset used by the TreeTagger3’.
The meaning of each tag in this tagset is found in Appendix A.2. Only
the most interesting findings are discussed here. Therefore, not all parts-
of-speech are going to be addressed in this section. Table 5.1 (cf. p. 72)
presents the results of the distribution of parts-of-speech, as raw frequencies
of occurrence and as their respective percentages, for abstracts and RAs.
Some interesting observations emerge from the data. The data discussed

35The tagset used by the TreeTagger is a refinement of the Penn Treebank tagset (cf.
Appendix A.2). Therefore, the TreeTagger includes additional information in its tags,
as follows:

The second letter of the verb part-of-speech tags is used to distinguish
between forms of the verb “to be” (B), the verb “to have” (H), and all the
other verbs (V). So, “VHD” is the POS tag for the past tense form of the
verb “to have”, i.e. for the word “had”. http://www.ims.uni-stuttgart.
de/projekte/corplex/TreeTagger/ (accessed: 31 July 2010).
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5.1. Deductive empirical analysis

in this section is highlighted in bold in Table 5.1. The other reason for
depicting such an amount of data in tables throughout this thesis is to
account for replicability of all quantitative analytical steps carried out in
the course of this study.

The first observation derived from the data in Table 5.1 concerns the
distribution of modals. Modals (MD) occur less than half as frequently
in abstracts (0.33%) as in RAs (0.77%). This observation is already a
corroboration that the choice of having modals within the set of features
for the quantitative analysis may lead to relevant results.

Although the percentage of singular (NN) and plural nouns (NNS) is
very similar for both sub-corpora, proper nouns in singular and plural forms
(NP 4+ NPS) occur twice more frequently in abstracts (10.05%) than in RAs
(5.22%). This may be an indication that abstracts show a wider vocabulary
variety than RAs. Such an assumption has to be checked for in the quantita-
tive analysis of nouns distribution. However, the distribution of adjectives
(JJ, JJR, JJS) is very similar for both sub-corpora. This observation is
quite striking since adjective modify nouns; the more frequent nouns are,
the more frequent adjectives are usually expected to be. This could be
an indication that abstracts tend to present information objectively, not
qualifying or modifying the nouns involved.

The frequency of occurrence of adverbs (RB + RBR + RBS) is lower in
abstracts (2.25%) than in RAs (3.39%). Again, this could be an indication
that abstracts tend to present information more precisely and in a more
concise manner than RAs, not qualifying or modifying the verbs involved.

Finally, present tense (V*P + V*Z) occurs less often in abstracts (2.52%)
than in RAs (3.36%), while past participle (V*N) occurs slightly more often
in abstracts (3.33%) than in RAs (3.03%). This indicates that the use of
verb tense may be, as assumed formerly, a proper indicator of discourse
variation between abstracts and RAs.

Such observations are a good primary indication for the adequacy of the
chosen linguistic features for differentiating between abstracts and RAs, e.g.,
distribution of lexical words, modals, passives. In other words, they are very
promising for detecting potential significant differences between abstracts
and RAs, which are investigated in detail in the following sections. At this
point, no further statistical evaluation of these data is performed.
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PoS-tag Abstracts Research articles

F % F %
# 0 0.00 60 0.01
$ 0 0.00 3 0.00
? 24 0.13 45 0.01
( 206 1.08 7,409 1.76
) 207 1.08 7,399 1.76
, 1,800 9.40 18,195 4.32
: 476 2.49 7,246 1.72
“ 11 0.06 159 0.04
CcC 456 2.38 10,508 2.50
CD 357 1.86 13,733 3.26
DT 1,624 8.48 41,715 9.91
EX 11 0.06 609 0.14
FW 3 0.02 93 0.02
IN 1,893 9.88 48,369 11.49
JJ 1,419 7.41 30,080 7.14
JIJIR 44 0.23 1,140 0.27
JJS 34 0.18 883 0.21
LS 24 0.13 2,221 0.53
MD 64 0.33 3,255 0.77
NN 3,342 17.45 70,006 16.63
NNS 1,052 5.49 22,142 5.26
NP 1,924 10.05 21,941 5.21
NPS 0 0.00 46 0.01
PDT 19 0.10 300 0.07
POS 23 0.12 27 0.01
PP 179 0.93 5,674 1.35
PP$ 44 0.23 1,498 0.36
RB 411 2.15 13,500 3.21
RBR 14 0.07 566 0.13
RBS 6 0.03 209 0.05
RP 7 0.04 435 0.10
SENT 686 3.58 24,865 5.91
SYM 349 1.82 3,856 0.92
TO 286 1.49 7,027 1.67
UH 0 0.00 107 0.03
VB 48 0.25 2,515 0.60
VBD 101 0.53 2,431 0.58
VBG 4 0.02 127 0.03
VBN 34 0.18 511 0.12
VBP 102 0.53 2,480 0.59
VBZ 212 1.11 6,138 1.46
VH 3 0.02 281 0.07
VHD 5 0.03 164 0.04
VHG 3 0.02 92 0.02
VHN 35 0.18 2 0.00
VHP 27 0.14 762 0.18
VHZ 0 0.00 871 0.21
VvV 232 1.21 6,908 1.64
VVD 95 0.50 2,415 0.57
VVG 281 1.47 5,968 1.42
VVN 568 2.97 12,231 2.91
\A 4 127 0.66 2,902 0.69
vVvz 142 0.74 4,750 1.13
WDT 82 0.43 2,510 0.60
WP 4 0.02 374 0.09
WP$ 3 0.02 60 0.01
‘WRB 48 0.25 1,212 0.29
% 19,151 100.00 421,025 100.00

Table 5.1: Distribution of parts-of-speech for the ABSTRA corpus 72



5.1. Deductive empirical analysis

The distribution of parts-of-speech for abstracts across the four different
disciplines, i.e., computer science, linguistics, biology, and mechanical engi-
neering, is presented in Table 5.2. Interestingly, abstracts from biology use
the lowest number of modals (0.22%), which is almost half of the frequency
of occurrence of modals in the discipline with their highest amount, i.e.,
linguistics (0.43%), followed by computer science (0.42%) and mechanical
engineering (0.39%). This is already an indication of domain specific vari-
ation on the use of modals in abstracts, which is going to be investigated
thoroughly in Section 5.1.3.1. Contrastively, in biology abstracts nouns
(37.99%) are much more frequent than in the other disciplines, i.e., me-
chanical engineering (32.74%), computer science (28.37%), and linguistics
(27.53%), specially proper nouns with 20.42%. Such initial observations in-
dicate, that abstracts from the discipline of biology may significantly differ
from abstracts from the other disciplines.

Finally, Table 5.3 shows the results for the distribution of parts-of-speech
for RAs across the four disciplines. Similar to abstracts, the sub-corpus of
RAs also shows that biology is the discipline with the lowest frequency
of modals (0.46%), being again almost half of the values encountered for
the other disciplines: computer science (0.93%), linguistics (0.81%), and
mechanical engineering (0.75%). There is also a notable difference in the
distribution of nouns across disciplines in the sub-corpus of RAs. Once
more, biology is the discipline with the highest number of nouns (31.30%),
followed by mechanical engineering (29.11%), computer science (25.80%),
and linguistics (24.55%). In comparison to the results for the abstract
sub-corpora, however, RAs show a lower frequency of proper nouns for
biology (9.03%). However, RAs from the discipline of biology still show
the highest frequency of proper nouns in comparison to computer science
(4.55%), linguistics (4.36%), and mechanical engineering (3.82%).

The analysis of this first shallow feature, distribution of parts-of-speech,
allows one to gain a first insight into the characteristics of the ABSTRA
corpus. Differences between abstracts and RAs, and across disciplines were
observed. The first observations corroborate the initial assumptions that
there are linguistic differences between abstracts and their RAs. Addition-
ally, they support the choice of the linguistic features to be investigated
further. Thus there are possible significant differences to be found. In case
there are no differences found in the distribution of parts-of-speech at all,
it would probably be worthless to continue with this research. Since this
is not the case, Section 5.1.1.2 discusses the results for the next shallow
feature, the distribution of words per sentence.
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PoS-tag Computer Linguistics Biology Mechanical

science engineering

F % F % F % F %
? 7 0.15 5 0.19 11 0.15 1 0.02
( 84 1.76 31 1.21 68 0.92 23 0.52
) 85 1.78 31 1.21 68 0.92 23 0.52
, 175 3.67 109 4.25 1387 18.67 129 2.94
: 156 3.27 56 2.18 185 2.49 79 1.80
« 3 0.06 1 0.04 2 0.03 5 0.11
CcC 103 2.16 7 3.00 150 2.02 126 2.87
CD 118 2.47 28 1.09 124 1.67 87 1.98
DT 451 9.45 254 9.90 416 5.60 503 11.47
EX 4 0.08 5 0.19 1 0.01 1 0.02
FW 1 0.02 1 0.04 0 0.00 1 0.02
IN 462 9.68 323 12.59 552 7.43 556 12.68
JJ 344 7.21 250 9.75 448 6.03 377 8.60
JJR 10 0.21 11 0.43 12 0.16 11 0.25
JJS 24 0.50 2 0.08 6 0.08 2 0.05
LS 14 0.29 0 0.00 5 0.07 5 0.11
MD 20 0.42 11 0.43 16 0.22 17 0.39
NN 885 18.55 432 16.84 928 12.49 1,097 25.01
NNS 265 5.55 171 6.67 377 5.08 239 5.45
NP 204 4.27 103 4.02 1,517 20.42 100 2.28
PDT 8 0.17 4 0.16 2 0.03 5 0.11
POS 12 0.25 6 0.23 3 0.04 2 0.05
PP 75 1.57 37 1.44 47 0.63 20 0.46
PP$ 26 0.54 5 0.19 8 0.11 5 0.11
RB 111 2.33 81 3.16 130 1.75 89 2.03
RBR 1 0.02 5 0.19 6 0.08 2 0.05
RBS 4 0.08 1 0.04 1 0.01 0 0.00
RP 1 0.02 1 0.04 4 0.05 1 0.02
SENT 203 4.25 97 3.78 203 2.73 183 4.17
SYM 209 4.38 14 0.55 52 0.70 74 1.69
TO 90 1.89 64 2.50 76 1.02 56 1.28
VB 20 0.42 8 0.31 9 0.12 11 0.25
VBD 4 0.08 6 0.23 47 0.63 44 1.00
VBG 3 0.06 1 0.04 0 0.00 0 0.00
VBN 11 0.23 1 0.04 9 0.12 13 0.30
VBP 31 0.65 18 0.70 21 0.28 32 0.73
VBZ 60 1.26 40 1.56 48 0.65 64 1.46
VH 1 0.02 0 0.00 1 0.01 1 0.02
VHD 0 0.00 0 0.00 4 0.05 1 0.02
VHG 0 0.00 2 0.08 0 0.00 1 0.02
VHP 12 0.25 2 0.08 13 0.18 8 0.18
VHZ 7 0.15 2 0.08 9 0.12 9 0.21
\A% 78 1.63 52 2.03 64 0.86 38 0.87
VVD 10 0.21 12 0.47 49 0.66 24 0.55
VVG 81 1.70 36 1.40 81 1.09 83 1.89
VVN 139 2.91 76 2.96 172 2.32 181 4.13
VVP 54 1.13 29 1.13 38 0.51 6 0.14
VVZ 52 1.09 32 1.25 29 0.39 29 0.66
WDT 30 0.63 16 0.62 20 0.27 16 0.36
WP 1 0.02 3 0.12 0 0.00 0 0.00
WP$ 1 0.02 1 0.04 1 0.01 0 0.00
WRB 22 0.46 12 0.47 8 0.11 6 0.14
by 4,772 100.00 2,565 100.00 7,428 100.00 4,386 100.00

Table 5.2: Distribution of parts-of-speech for abstracts
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PoS-tag Computer Linguistics Biology Mechanical

science engineering

F % F % F % F %
# 3 0.00 4 0.00 53 0.07 0 0.00
$ 0 0.00 3 0.00 0 0.00 0 0.00
7 22 0.02 13 0.01 8 0.01 2 0.00
( 2,027 1.50 2,170 1.72 1,978 2.46 1,234 1.55
) 2,019 1.50 2,169 1.72 1,978 2.46 1,233 1.55
, 5,956 4.42 5,829 4.61 3,486 4.34 2,924 3.68
: 1,914 1.42 2,539 2.01 1,980 2.47 813 1.02
« 86 0.06 49 0.04 10 0.01 14 0.02
cC 2,705 2.01 3,418 2.70 2,175 2.71 2,210 2.78
CD 3,458 2.56 3,339 2.64 3,934 4.90 3,002 3.78
DT 14,565 10.80 12,491 9.88 6,102 7.60 8,557 10.78
EX 271 0.20 241 0.19 42 0.05 55 0.07
FW 25 0.02 47 0.04 6 0.01 15 0.02
IN 15,444 11.45 14,936 11.81 8,580 10.69 9,409 11.85
JJ 8,712 6.46 10,140 8.02 5,456 6.79 5,772 7.27
JIJR 320 0.24 371 0.29 168 0.21 281 0.35
JJS 606 0.45 136 0.11 100 0.12 41 0.05
LS 794 0.59 426 0.34 399 0.50 602 0.76
MD 1,261 0.93 1,029 0.81 371 0.46 594 0.75
NN 22,459 16.65 18,306 14.48 13,125 16.35 16,116 20.30
NNS 6,208 4.60 7,217 5.71 4,756 5.92 3,961 4.99
NP 6,142 4.55 5,511 4.36 7,252 9.03 3,036 3.82
NPS 8 0.01 23 0.02 9 0.01 6 0.01
PDT 157 0.12 62 0.05 35 0.04 46 0.06
POS 7 0.01 2 0.00 18 0.02 0 0.00
PP 2,665 1.98 2,024 1.60 505 0.63 480 0.60
PP$ 551 0.41 620 0.49 196 0.24 131 0.16
RB 4,572 3.39 4,919 3.89 2,095 2.61 1,914 2.41
RBR 156 0.12 230 0.18 99 0.12 81 0.10
RBS 100 0.07 60 0.05 23 0.03 26 0.03
RP 138 0.10 188 0.15 49 0.06 60 0.08
SENT 8,842 6.55 7,275 5.75 4,184 5.21 4,564 5.75
SYM 1,618 1.20 527 0.42 565 0.70 1,146 1.44
TO 2,264 1.68 2,430 1.92 1,148 1.43 1,185 1.49
UH 7 0.01 96 0.08 2 0.00 2 0.00
VB 1,015 0.75 728 0.58 249 0.31 523 0.66
VBD 100 0.07 650 0.51 1,035 1.29 646 0.81
VBG 27 0.02 66 0.05 15 0.02 19 0.02
VBN 112 0.08 147 0.12 135 0.17 117 0.15
VBP 796 0.59 853 0.67 352 0.44 479 0.60
VBZ 2,574 1.91 1,841 1.46 578 0.72 1,145 1.44
VH 102 0.08 128 0.10 34 0.04 17 0.02
VHD 6 0.00 86 0.07 44 0.05 28 0.04
VHG 27 0.02 46 0.04 9 0.01 10 0.01
VHN 0 0.00 1 0.00 0 0.00 1 0.00
VHP 289 0.21 219 0.17 154 0.19 100 0.13
VHZ 354 0.26 255 0.20 127 0.16 135 0.17
\AY 3,075 2.28 2,164 1.71 783 0.98 886 1.12
VVD 375 0.28 963 0.76 692 0.86 385 0.48
VVG 1,870 1.39 1,710 1.35 1,186 1.48 1,202 1.51
VVN 3,231 2.40 3,397 2.69 2,772 3.45 2,831 3.57
VVP 1,427 1.06 934 0.74 312 0.39 229 0.29
VVZ 2,115 1.57 1,569 1.24 482 0.60 584 0.74
WDT 768 0.57 1,090 0.86 320 0.40 332 0.42
WP 49 0.04 308 0.24 12 0.01 5 0.01
WP$ 19 0.01 28 0.02 9 0.01 4 0.01
WRB 477 0.35 419 0.33 108 0.13 208 0.26
b)) 134,890 100.00 126,442  100.00 80,295  100.00 79,398  100.00

Table 5.3: Distribution of parts-of-speech for research articles
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5.1.1.2 Sentence length

Sentence length is a feature marking structural complexity and elaborate-
ness in discourse (Biber 1988: 47, Biber & Conrad 2009: 152). Since ab-
stracts are supposed to summarize the information presented in RAs in a
compact form (cf. Section 2.2.2), it is expected that abstracts have longer
sentences, i.e., higher sentence length, in comparison to their RAs. Exam-
ple 5.1 from a mechanical engineering abstract and Example 5.2 from a RA
from computer science illustrate this assumption.

(5.1) Heat transfer to an immersed sphere from fluidized uncoated sand
particles of different mean size and size distribution is compared with
that from coated sand particles of equal size extracted from two full-scale
fluidized bed boilers for different superficial gas velocities and mean
particle diameters from 350 to 646 [mujm. [abstract.C3.3]

(5.2) We first observe that for this specific problem, a much simpler algorithm
achieves the same 2-approximation. [RA.A.20]

Thus, the null hypothesis to be tested, Hp, and its counterpart, the
alternative hypothesis Hq, can be formulated as follows:

H,: Abstracts have significantly higher sentence length in comparison
to their RAs.

Hy: Abstracts do not have significantly higher sentence length in com-
parison to their RAs.

Sentence length is quantitatively determined by calculating the ratio
between the number of words and the number of sentences for every single
text in the ABSTRA corpus. This calculation is performed by WordSmith
Tools. The values for sentence length for each single text of the ABSTRA
corpus is found in Table 5.4. One abstract in biology shows unexpected
high sentence length (278; marked within a rectangle), being composed of
just one single sentence with 278 words. This value has been manually
checked and its corresponding text proved to be a unique exception in the
whole ABSTRA corpus. In order to avoid such an outlier, this text and its
corresponding RA (29.8108; also marked within a rectangle) are not taken
into consideration in the statistical evaluation of data. Therefore, they were
removed from the corpus and from the data set.

As discussed in Section 3.4.1, such data is better visualized through the
plot boxplot with notches. This plot is generated by R from the data in Table
5.4, which are previously saved in two separate tables, one for all abstracts
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Abstracts ‘ Research articles

Computer Linguistics Biology Mechanical | Computer Linguistics  Biology Mechanical
science engineering science engineering

22.4269 27.6125 29.5870 23.7301 17.8320 26.7327  24.4217 24.6385
21.3333 24.6667 21.2000 27.5714 20.4016 26.2340  19.9703 27.7778
20.3000 32.2857 23.5000 24.7500 17.7953  40.3571  25.5385 23.0000
18.1000 24.4444 22.1250 32.3333 17.3028 23.7854  20.8636 33.7736
22.6667 29.0000 20.1667 20.6667 16.1875 31.4012  24.1469 17.7937
18.3000 26.0000 18.2222 23.1250 16.8657 20.8410  25.0917 27.8354

23.0000 30.8333 | 278.0000 38.3333 15.9153 20.8454 |29.8108 20.3881

20.8333 28.0000 25.2000 19.6667 23.0833 30.9688  26.7549 28.8600
22.8000 34.1667 28.0000 31.0000 16.5808 30.7017  25.4951 26.7429
27.6667 22.0000 22.5000 25.8333 16.6300 21.2774  25.7483 26.0123
29.3333 29.6667 23.9000 19.7778 21.6447 25.8104  24.4408 22.4535
17.7368 31.2000 19.1667 29.7500 16.8031 26.7841  20.8571 24.9063
23.4000 23.5000 24.5000 29.6000 20.0772 25.8173  24.7349 23.3158
31.0000 26.7500 19.4286 18.4000 16.2171 24.2424  21.1215 22.5294
19.5000 25.4444 20.5000 23.8571 17.4933 24.2509  25.1731 23.6066

44.5000 21.2857 25.8889 12.3495 22.8227 27.2373
26.2222 29.4444 27.0000 18.4385 23.8649 31.8391
34.0000 20.4286 20.0000 17.1798 24.3537 23.5625
33.2500 24.9091 23.6667 24.0253 24.6220 25.8062
25.8333 24.0000 28.0000 19.8770 30.0833 28.9714
23.2500 19.3750 50.0000 17.5000 23.4367 23.8989
16.7500 13.5333 24.0000 24.1585 26.4565 25.0507
25.3750 23.2500 8.0769 22.4667 25.1282 26.1474
17.8750 31.5714 16.3333 20.9822 22.0562 16.5263
26.5000 48.2500 28.7143 24.7093 23.8571 24.8188
31.0000 22.5000 19.8704 20.7556
24.1250 32.2000 20.9415 25.8846
20.6000 24.0000 8.4409 27.5133

20.4000 21.2424

28.5000 26.4156

Table 5.4: Sentence length in the ABSTRA corpus (per text)

and one for all RAs. The R function for generating boxplots with notches
is boxplot(mydata, notch=T); grid(). The resulting plot is displayed
in Figure 5.1. R also delivers a summary of the data concerning this plot.
Accordingly, abstracts show a minimum sentence length of 8.077 words, 1st
quartile of 20.833, median of 24.000, mean of 25.206, 3rd quartile of 28.500,
and a maximum sentence length of 50.000 words. Similarly, RAs show the
following summary values: minimum sentence length of 8.441, 1st quartile
of 20.756, median of 23.865, mean of 23.218, 3rd quartile of 25.810, and a
maximum sentence length of 40.357 words. Interestingly, both the minimum
and the maximum values for sentence length are found in abstracts from
mechanical engineering, which are marked in bold in Table 5.4.
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Figure 5.1: Sentence length in the ABSTRA corpus

These data comply with data from reference corpora and are in accor-
dance with the expectations for scientific discourse. The mean values for
sentence length for the sub-corpus J from FLOB and Frown, which contain
scientific texts, are 25.47 and 22.54, respectively. The data also indicate
that generally abstracts have longer sentences in comparison to their RAs.
However, since both notches of the two boxplots apparently overlap (cf.
Figure 5.1), there is a possibility that there is no significant difference be-
tween abstracts and their RAs concerning sentence length. Nevertheless,
this assumption has to be tested statistically, as discussed in Section 3.4.2.
Before testing for significance, the data has to be tested for normal distri-
bution and homogeneity of variances. Since this is the first feature analyzed
according to this methodology, all steps are discussed in detail.

The summary mentioned earlier indicates that the data is not normally
distributed. For a normally distributed data, the values of the mean and
the median are similar. Still, for the sake of completeness, the statisti-
cal test for normality, the Shapiro-Wilk test®®, is applied. According to a
Shapiro-Wilk test, the distribution of sentence length values in abstracts de-

36The R function for the Shapiro-Wilk test is shapiro.test.
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Figure 5.2: Histogram of sentence length values in the ABSTRA corpus

viate significantly from normality: W = 0.9162, p-value = 1.186e-05. The
same is true for RAs. The distribution of sentence length values in RAs
deviate significantly from normality: W = 0.969, p-value = 0.02148. This
departure from the normal distribution can also be illustrated in a plot, i.e.,
histogram?®’. Figure 5.2 shows a histogram for the values of sentence length
for both abstracts and RAs in the ABSTRA corpus.

The Fligner-Killeen3® test is the test for homogeneity of variances used
here (cf. Section 3.4.2). The Fligner-Killeen test indicates that there is “no
compelling evidence for non-constancy of variance” (Crawley 2007: 293)
when comparing the variances of the values for sentence length of abstracts
and RAs since the returned value in this case is: med chi-squared = 2.8691,
df = 1, p-value = 0.0903.

However, because of non-normality, the t-test can not be used and the
Wilcoxon rank-sum test® must be used (cf. Section 3.4.2). The test is

3"Histograms are generated by R using the function hist.

38The R function for the Fligner-Killeen test is fligner.test.

39The R function for the Wilcoxon rank-sum test is wilcox.test, which has an ad-
ditional parameter called alternative allowing for “directional alternative hypotheses”
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Figure 5.3: Sentence length across disciplines in the ABSTRA corpus

performed in the direction that assumes that abstracts do have longer sen-
tences than RAs. The returned value is W = 5451, p-value = 0.02821.
Sine the p-value is smaller than 0.05, Hy is rejected. Hence, abstracts have
significantly higher sentence length than their RAs.

Following Gries (2009a: 210), the results for the feature sentence length
can be summarized as follows: the median sentence length of abstracts is
24.000 words (interquartile range®: 7.67) while the median sentence length
of RAs is 23.865 words (interquartile range: 5.06). Since the data violate the
assumption of normality, a Wilcoxon rank-sum test is computed. This test
shows that the difference between the two sentence lengths is significant
(W = 5451, Pone—taitea = 0.02821); in the ABSTRA corpus, sentences in
abstracts are significantly longer than in their RAs.

(Gries 2009a: 209). In other words, assuming that abstracts do have longer sentences
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The same procedure was followed for the analysis of sentence length
across disciplines. Figure 5.3 shows the corresponding boxplot with notches
generated from the values in Table 5.4 for abstracts and RAs in each
discipline, i.e., computer science (A), linguistics (C1), biology (C2), and
mechanical engineering (C3)*!. According to Figure 5.3, there is variation
in sentence length between abstracts and RAs across these four disciplines.
Abstracts from linguistics present the longest sentences with a median of
27.61 words, while RAs from computer science show the shortest sentence
with a median of only 17.814 words per sentence. When considering only
abstracts, Figure 5.3 shows that there is domain specific variation in sen-
tence length since the boxes are vertically differently positioned. For RAs
this domain specific variation is also present. However, there are more
similarities between biology and mechanical engineering since the medians
of the two boxes are very near. In order to investigate the differences be-
tween abstracts and their RAs in more detail, each set of abstracts-RAs in
a sub-corpus was tested for normality and significance. The corresponding
results are presented per discipline.

Computer science

The null hypothesis and the corresponding alternative hypothesis to be
tested are:

H;: Abstracts have significantly higher sentence length in comparison
to their RAs in the domain of computer science.

Hy: Abstracts do not have significantly higher sentence length in com-
parison to their RAs in the domain of computer science.

The median sentence length of abstracts of the discipline of computer
science is 23.12 words (interquartile range: 6.27) while the median sen-
tence length of RAs of the discipline of computer science is 17.814 words
(interquartile range: 4.19). The data departs from the assumption of
normality for abstracts of computer science since the Shapiro-Wilk test

than RAs, this hypothesis can be tested precisely in this direction, using the following
code: wilcox.test(Abstracts, RAs, alternative="greater").

“OTnterquartile range measures the statistical dispersion and is equal to the difference
between the third and first quartiles.

41The abbreviations A for computer science, C1 for linguistics, C2 for biology, and
C3 for mechanical engineering is derived from the architecture of the DASCITEX corpus.
All “pure” disciplines are denoted with a letter C, all “mixed” disciplines with a letter B
(not used in the ABSTRA corpus) and computer science, as starting point for discipline
comparison, is denoted with a letter A.
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indicates W = 0.8964, p-value = 0.009428. Although the data for RAs
of computer science do not violate the assumption of normality for the
Shapiro-Wilk test returns W = 0.9392, p-value = 0.1055, a Wilcoxon
rank-sum test must be computed. This test shows that the difference
between the two sentence lengths is significant (W = 641, p-value,ne_tqited
= 2.329¢-05). Hj is thus rejected. For the discipline of computer science in

the ABSTRA corpus, sentences in abstracts are significantly longer than
in their RAs.

Linguistics

The null and the alternative hypotheses are in this case formulated as
follows:

H;: Abstracts have significantly higher sentence length in comparison
to their RAs in the domain of linguistics.

Hy: Abstracts do not have significantly higher sentence length in com-
parison to their RAs in the domain of linguistics.

The median sentence length of abstracts for the discipline of linguistics
is 27.61 words (interquartile range: 5.19) while the median sentence length
of RAs for the discipline of linguistics is 25.82 words (interquartile range:
4.73). The data conforms to the assumption of normality for abstracts of
linguistics since the Shapiro-Wilk test indicates W = 0.9831, p-value =
0.9863. However, the data for RAs in linguistics do not conform to the
assumption of normality for the Shapiro-Wilk test returns W = 0.876,
p-value = 0.04142. Therefore, a Wilcoxon rank-sum test is computed. This
test shows that Hy can not be rejected because the difference between the
two sentence lengths is not significant (W = 139, p-valueype_tgitea = 0.1427).

Biology
The alternative and null hypothesis tested are:

H;: Abstracts have significantly higher sentence length in comparison
to their RAs in the domain of biology.

H,: Abstracts do not have significantly higher sentence length in com-
parison to their RAs in the domain of biology.

The median sentence length of abstracts of the discipline of biology is
22.88 words (interquartile range: 4.62) while the median sentence length
of RAs of the discipline of biology is 24.21 words (interquartile range:
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1.97). This already indicates a possibility that the null hypothesis is not
to be rejected. Nevertheless, the tests have to be performed. The data
depart from the assumption of normality for abstracts of biology since the
Shapiro-Wilk test indicates W = 0.7996, p-value = 0.0002906. However,
the data for RAs of biology conform to the assumption of normality for
the Shapiro-Wilk test returns W = 0.9448, p-value = 0.2088. Nevertheless,
a Wilcoxon rank-sum test must be computed. This test shows that the
difference between the two sentence lengths is not significant (W = 215,
p-value,ype_taiea = 0.9347). For this reason, Hy can not be rejected.

Mechanical engineering

The last pair to be compared are abstracts and their RAs in mechan-
ical engineering. The null hypothesis and the corresponding alternative
hypothesis to be tested are:

H,: Abstracts have significantly higher sentence length in comparison
to their RAs in the domain of mechanical engineering.

Hy: Abstracts do not have significantly higher sentence length in com-
parison to their RAs in the domain of mechanical engineering.

The median sentence length for abstracts of the discipline of mechanical
engineering is 24.375 words (interquartile range: 7.54) while the median
sentence length for RAs of the discipline of mechanical engineering is 24.98
words (interquartile range: 4.03). Again, this is already an indication, that
Hy will not probably be refuted. The data depart from the assumption of
normality for abstracts of mechanical engineering since the Shapiro-Wilk
test indicates W = 0.9181, p-value = 0.02399. However, the data for RAs
of mechanical engineering conform to the assumption of normality for the
Shapiro-Wilk test returns W = 0.9826, p-value = 0.8895. Nevertheless,
a Wilcoxon rank-sum test must be computed. This test shows that the
difference between the two sentence lengths is not significant (W = 459,
p-valueyne_taitea = 0.45) and Hy can not be rejected.

The analysis of sentence length pairwise across disciplines can thus be
summarized as follows: only for the discipline of computer science, abstracts
and their RAs differ significantly from each other.

83



5.1. Deductive empirical analysis

5.1.1.3 Type/token ratio

Type/token ratio (TTR) is defined as “the number of different lexical items
in a text, as percentage” (Biber 1988: 238). TTR is a linguistic feature
reflecting vocabulary range and, according to Biber, also high density of
information.

[...] [T]ype/token ratio [...] mark][s] high density of information
[...] [T]hey further mark very precise lexical choice resulting in an
exact presentation of informational content. A high type/token ratio
results from the use of many different lexical items in a text, and this
more varied vocabulary reflects extensive use of words that have very
specific meanings. (Biber 1988: 104)

This feature is computed by WordSmith Tools. Type/token ratio varies
very widely in accordance with the length of the text. Therefore, the stan-
dardized type/token ratio (STTR) is used here. The STTR is computed
every n words as WordSmith Tools goes through each text file. The mini-
mum possible value of n is 100 words and this is the value adopted in this
research since abstracts comprise generally less than 200 words. However,
there are some abstracts comprising even less than 100 words. For these
cases, no STTR is calculated.

It is assumed that abstracts have higher type/token ratio, i.e., vocabulary
range, in comparison to their RAs, due to their purpose of summarizing in-
formation in a small piece of text. Therefore, it is assumed that abstracts do
not have many repeated words, otherwise it would decrease the type/token
ratio. Instead, abstracts are expected to deploy a great variety of lexical
items, i.e., different words, to express the information content of the RA
in a summarized form. This assumption is illustrated in Example 5.3, a
biology abstract, and in Example 5.4, a RA from computer science:

(5.3) The minichromosome maintenance (MCM) proteins are thought to
function as the replicative helicases in eukarya and archaea. The proteins
of only a few archaeal organisms have been studied and revealed that
although all have similar amino acid sequences and overall structures
they differ in their biochemical properties. [abstract.C2.3]

(5.4) Tt is well known that recognizing of classes of graphs having a k-coloring
with a given property is often a hard problem. A proper k-coloring of a
graph is a partition of its vertexset into stable subsets. A graph is
k-colorable if it has a proper k-coloring. [RA.A.10]
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Abstracts ‘ Research articles
Computer Linguistics  Biology Mechanical | Computer Linguistics Biology Mechanical
science engineering science engineering
64.1667 67.8000  73.4651 62.4348 60.3885 66.9723 64.7504 62.8288
77.0000 72.0000  66.0000 71.0000 57.8600 68.0000 62.7500 62.5833
68.0000 72.0000  68.0000 56.0000 60.9733 69.8021 64.9375 64.2941
55.0000 65.0000  65.0000 63.0000 55.2985 67.5421 66.6364 64.0588
62.0000 72.0000  63.5000 68.0000 57.8947 73.4753 60.7059 61.7273
62.0000 68.0000  77.0000 70.0000 60.3556 63.6250 66.0667 61.8095
67.0000 67.0000 91.6923 51.0000 61.7838 66.1618 67.1818 58.5926
59.0000 67.0000  70.0000 64.0000 66.7000 70.9141 69.4074 66.0714
68.0000 66.0000  68.0000 53.0000 62.9630 67.8445 69.8077 60.5000
65.0000 72.0000  69.0000 64.0000 66.2703 64.0161 62.5676 72.8571
62.5000 67.0000  68.5000 61.0000 59.3673 62.9815 62.8649 60.8421
65.3333 62.5000  74.0000 63.0000 59.3023 64.6809 64.1500 62.3478
68.0000 61.0000 61.0000 68.5098 67.2169 66.7500 62.6452
51.0000 68.0000 56.0000 61.1000 56.8723 66.0909 60.5000
64.5000 70.0000 68.0000 56.8462 62.0151 67.0769 64.7143
71.0000 68.0000 55.0000 58.4000 59.7187 65.8125
59.0000 52.0000 66.5000 61.6842 61.8077 61.7778
58.0000 77.0000 77.0000 61.2889 68.3158 59.8667
68.0000 62.5000 63.0000 57.7027 61.0968 61.4848
65.0000 58.5000 65.0000 58.7917 61.0930 59.9000
68.0000 74.0000 58.0000 60.6667 66.7027 63.0952
63.0000 71.0000 55.0000 64.0000 69.0417 59.5588
57.0000 63.9615 66.3793 64.5000
60.0000 63.0426 66.0000 57.6667
63.1429 65.0667 65.6471
62.1000 70.1667
60.7692 61.6500
53.3548 65.9355
58.1429
60.3000

Table 5.5: Type/token ratio in the ABSTRA corpus (standardized to 100
tokens; per text)

The null hypothesis to be tested, Hy, and its counterpart, the alternative
hypothesis Hy, can therefore be formulated as follows:

H;: Abstracts have significantly higher standardized type/token ratio
in comparison to their RAs.

Hy: Abstracts do not have significantly higher standardized type/token
ratio in comparison to their RAs.

The results of STTR for the ABSTRA corpus are summarized in Table
5.5. Abstracts show STTR values varying from 51.00 for computer science
up to 91.69 for biology, while RAs have a STTR range between 53.35 for
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Figure 5.4: Type/token ratio in the ABSTRA corpus (standardized to 100
tokens)

computer science and 73.48 for linguistics. The STTR values for ABSTRA
are mainly higher than the overall STTR values for the scientific texts (J
subcorpus) of Frown (68.67) und FLOB (68.99). Such results corroborate
the expectations for scientific discourse. Moreover, STTR values for AB-
STRA are higher than the ones found by Steiner et al. (2007: 21) for their
corpus of popular-scientific texts (10.98). This also corroborates the initial
expectation of higher STTR values indicating wide vocabulary range.

The STTR results for the ABSTRA corpus are better visualized through
a boxplot with notches, as shown in Figure 5.4. According to this Figure,
abstracts show a minimum standardized type/token ratio of 51.00, 1st quar-
tile of 62.00, median of 65.67, mean of 65.41, 3rd quartile of 68.12, and a
maximum standardized type/token ratio of 91.69. Similarly, RAs show
the following summary values: minimum standardized type/token ratio of
53.35, 1st quartile of 60.72, median of 62.91, mean of 63.32, 3rd quartile
of 66.09, and a maximum standardized type/token ratio of 73.48. Again,
a first indication that the STTR data are not normally distributed is that
the values for median and mean are not identical. Therefore, the Shapiro-
Wilk test is applied. According to a Shapiro-Wilk test, the distribution
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Figure 5.5: Histogram of standardized type/token ratio in the ABSTRA
corpus

of the values for standardized type/token ratio in abstracts deviate signif-
icantly from normality: W = 0.962, p-value = 0.01795. In contrast, the
distribution of the values for standardized type/token ratio in RAs does
not deviate significantly from normality: W = 0.9929, p-value = 0.8871.
These profiles for the distribution of the STTR values are illustrated as
histograms in Figure 5.5. The number of STTR values are unfortunately
not identical for abstracts and RAs. For some for abstracts, no STTR is
calculated because they contain less than 100 words. For this reason, the
Fligner-Killeen test for homogeneity of variances can not be applied. How-
ever, this causes no further problems in the statistical evaluation of data
because the normality pre-requisite for using a t-test is already violated
in the abstracts sub-corpus. In other words, the Wilcoxon rank-sum test
must be applied anyway for significance testing. Since Hy is formulated as
abstracts having significantly higher STTR than their RAs, the one-tailed
Wilcoxon rank-sum test in this direction is applied. The calculated value
is W = 4903.5, p-value = 0.002019. Since the p-value is smaller than 0.05,
H, is rejected. Abstracts have significantly higher standardized type/token
ratio than their RAs.
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Figure 5.6: Type/token ratio across disciplines in the ABSTRA corpus
(standardized to 100 tokens)

The results for the feature STTR can be summarized as follows: The
median standardized type/token ratio of abstracts is 65.67 (interquartile
range: 6.13) while the median standardized type/token ratio of RAs is
62.91 (interquartile range: 5.36). Since the data violate the assumption of
normality, a Wilcoxon rank-sum test is computed. This test shows that the
difference between the two standardized type/token ratios is significant (W
= 4903.5, Pone—taitea = 0.002019) indicating that in the ABSTRA corpus,
standardized type/token ratio in abstracts are significantly higher than their
RAs.

The same procedure was followed for the analysis of STTR across disci-
plines. Figure 5.6 shows the corresponding boxplot with notches generated
from the values in Table 5.5 for abstracts and RAs in each discipline, i.e.,
computer science (A), linguistics (C1), biology (C2), and mechanical engi-
neering (C3). According to Figure 5.6, there is a variation in STTR between
abstracts and RAs across all four disciplines. Abstracts from biology present
the highest STTR with a median of 68.00, while RAs from computer sci-
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ence show the lowest STTR with a median of 60.87. However, the folded
notches in Figure 5.6 for abstracts of linguistics and for RAs from linguistics
and biology indicate that either the samples are of small size and/or have
high within-variance. This warning reinforces the importance of analytical
statistic tests for hypothesis testing. When considering only abstracts or
only RAs, it can be noticed that there is domain specific variation in STTR
since the boxes are vertically differently positioned. Similarly to the proce-
dure followed by sentence length, each set of abstracts-RAs was tested for
normality and significance. The results from the Wilcoxon rank-sum test
indicate that STTR for abstracts are significantly higher in comparison to
their RAs for the disciplines of computer science (W = 445, p-value,ne_tqited
= 0.003801) and biology (W = 392.5, p-value,,e_taied = 0.03284) since the
p-values > 0.05 and therefore Hy can be rejected. In contrast, there is no
significant difference between the STTR values for abstracts and their RAs
for the disciplines of linguistics (W = 115.5, p-value,ne_saitea = 0.1107) and
mechanical engineering (W = 329, p-valueyne_taitea = 0.5111).

5.1.1.4 Lexical words

The last of the shallow features to be analyzed is the distribution of lexical
words in the ABSTRA corpus. The linguistic category lezical word com-
prises nouns (and personal pronouns®?), verbs, adjectives and adverbs. For
academic discourse it is generally expected that nouns are the most frequent
kind of lexical words indicating abstractness (Biber et al. 2002: 23) and high
density of information (Biber 1988) in texts:

Nouns are the primary bearers of referential meaning in a text, and a
high frequency of nouns thus indicates great density of information.
(Biber 1988: 104)

Since abstracts summarize the content of RAs, i.e., abstracts tend to incor-
porate great amount of information in a relative small piece of text, it may
be expected that abstracts have a higher frequency of occurrence of nouns
than their RAs. Knowing that adjectives modify nouns, it is also expected
that the more frequent nouns occur, the more frequent adjectives also oc-
cur. Therefore, it can be assumed that adjectives are more frequent in

42Personal pronouns refer to “the speaker, the addressee(s), and other entities” (Biber
et al. 2002: 26). Personal pronouns are functional words and not lexical words. However,
they were included in this section in order to gain first insights into their distribution,
since they stand for nouns in text and no other functional words are to be investigated
in this study.
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abstracts than RAs. Example 5.5, from an abstract from computer science,
and Example 5.6, a linguistic RA elucidate this expectation:

(5.5) In this paper, a new method for handling multicriteria fuzzy
decision-making problems based on intuitionistic fuzzy sets is presented.
The proposed method allows the degrees of satisfiability and
non-satisfiability of each alternative with respect to a set of criteria to be
represented by intuitionistic fuzzy sets, respectively. [abstract.A.15]

(5.6) In these remarks, I will try to identify what seem to me some of the
significant themes in the past half-century of inquiry into problems of
biolinguistics and to consider their current status. Several preliminary
qualifications should be obvious. [abstract.C1.3]

Therefore, the hypotheses to be tested in this section are:

H,: Abstracts show a significantly higher frequency of occurrence of
nouns and adjectives in comparison to their RAs.

Hy: Abstracts do not show a significantly higher frequency of occurrence
of nouns and adjectives in comparison to their RAs.

Table A.1 (Appendix A.3, p. 202) and Table A.2 (Appendix A.3, p.
204) show the distribution of lexical words for abstracts and RAs in each
discipline, respectively. According to Tables A.1 and A.2, nouns are un-
doubtedly the most common types of lexical words both in abstracts and
in RAs. The frequency of occurrence of nouns in abstracts varies from a
minimum of 18.68% to a maximum of 40% of all tokens, with a median of
30.65%, while in RAs this range is from 20.63% to 35.56%, with a median
of 27.99%.

For better data visualization and interpretation, Figure 5.7 shows the
same data for distribution of lexical words in the ABSTRA corpus as a
boxplot with notches. According to Figure 5.7, nouns seems to be the lexical
word with the most significant difference in the frequency of occurrence
between abstracts and RAs.

The Shapiro-Wilk test is applied to test the normal distribution of nouns
in abstracts and RAs. Accordingly, the test shows that the distribution of
the values for frequency of occurrence of nouns in abstracts do not deviate
from the normal distribution since W = 0.9919, p-value = 0.846. This
is also true for RAs, where the Saphiro-Wilk test returns the value W
= (0.9843, p-value = 0.3225. Since the data do not conform to the pre-
requisite of normality, a t-test for independent samples can be applied to
test for significance. The t-test is performed in R with the function t.test.
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Figure 5.7: Distribution of lexical words in the ABSTRA corpus (relative
frequencies)

It shows that the difference between the two frequencies of occurrences
of nouns is very significant (t = 4.2962, df = 174.063, p-valueyne_tgited =
1.442¢-05): the first part of Hy can be rejected. Thus, abstracts show
significantly higher frequency of occurrence of nouns in comparison to their
RAs in the ABSTRA corpus. The same tests are performed for adjectives,
personal pronouns, adverbs and verbs. The data do not conform to the
pre-requisite of normality in all these cases. Therefore, only Wilcoxon rank-
sum test are performed for significance testing. Adjectives are significantly
more frequent in abstracts than in their RAs (W = 6129, p-value,,e—taited =
1.022e-06). Therefore, the second part of Hy can also be rejected. However,
there is no significant difference in the frequencies of occurrence of personal
pronouns in abstracts and their RAs (W = 4035, p-value,,e_saitea = 0.8187).
In contrast, adverbs are significantly more frequent in RAs than in abstracts
(W = 2780, p-value,ne—_tqiea = 8.622e-06; W = 2780, p-value = 1.724e-05).
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Finally, there is no significant difference in the frequencies of occurrence of
verbs in abstracts in comparison to their RAs (W = 4709, p-value,,e—_taited
= 0.1809).

The next step is to compare the distribution of lexical words pairwise
across domains. Figures 5.8 and 5.9 show the corresponding boxplots for
the abstracts-RAs pairs in the disciplines of computer science, linguistics,
biology, and mechanical engineering. When considering only abstracts or
only RAs, Figures 5.8 and 5.9 show that there is domain specific variation
in the distribution of lexical words since the boxes are vertically differently
positioned, specially for nouns and verbs. However, the tests for signifi-
cance are only performed for nouns and adjectives since they are the lexical
words that showed significant difference between abstracts and RAs in
the ABSTRA corpus, also across disciplines. Again, data is not normally
distributed. The Wilcoxon rank-sum test shows that adjective and nouns
in computer science are significantly more frequent in abstracts than in
their RAs (WNouns = 531, p—Valueone_m,;led = 0002040, WAdjectives = 494,
p-value e _taitea = 0.01239). The discipline of linguistics shows a similar
profile, where abstracts use both nouns and adjectives more frequently
than their RAs (Wyouns = 141, p-valueone—taitea = 0.02487; W agiectives
= 166, p-value,ne_taited = 0.0005914. In contrast, there is no significant
difference in the frequencies of occurrence of nouns in biology since W =
301, p-valueyne_taited = 0.3027. Nevertheless, adjectives are significantly
more frequent in abstracts than in their RAs (W = 407, p-value,ne—_taited
= 0.002372). Finally, the Wilcoxon rank-sum test shows that adjective
and nouns in mechanical engineering are significantly more frequent in
abstracts than in their RAs (Wouns = 640, p-valueype_taiea = 0.0003298,;
WAdjectives = 5407 p‘Valueone—tailed = 003211)

The analysis of the shallow features allow the researcher to gain first
insight into the linguistic properties of the ABSTRA corpus. All shallow
features analyzed show overall significant differences between abstracts and
RAs as well as very often across individual domains. The results corroborate
so far the working hypotheses that abstracts are significantly different in
comparison to their RAs and support further the choice of linguistic features
for the quantitative analysis. Section 5.1.2 discusses the results for the
chosen lexical features.
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5.1.2 Lexical features

This section aims to discuss the results concerning the three lexical features
chosen for quantitative analysis of the ABSTRA corpus. First, the distri-
bution of lexical density is addressed in Section 5.1.2.1. Then, the most
frequent lexical items are presented and discussed in Section 5.1.2.2, fol-
lowed by an analysis of their keyness in comparison to the BNC in Section
5.1.2.3. It must be noted that due to the size of the ABSTRA corpus, the
results of Sections 5.1.2.2 and Section 5.1.2.3 only represent the data present
in the corpus under study. They should not be used as an extrapolation
for representativeness in scientific discourse as a whole since such studies
demand corpora with at least one million words. However, the obtained
data reflects a given tendency in abstracts and RAs.

5.1.2.1 Lexical density

Lexical density measures the density of information in a text, “according
to how tightly the lexical items have been packed into the grammatical
structure” (Halliday 1993b: 76). There are several methods for measuring
lexical density (cf. Halliday 1993b; Stubbs 1986; Ure 1971). The method
used in this research is the one suggested by Halliday, who defines lexical
density as “the number of lexical words per clause” (Halliday 1993b: 76).
According to Halliday, texts even become difficult to read if the values for
lexical density are higher than 10, i.e., with more than 10 lexical words per
clause.

Although there is no exact information about the clause boundaries
and the number of clauses in the ABSTRA corpus, lexical density can be
calculated assuming that each main clause has one finite verb. This is a
valid approximation which only considers finite clauses for the calculation of
lexical density. Non-finite clauses are therefore not taken into consideration
in the calculation of lexical density here.

Lexical density can thus be calculated based on the distribution of the
PoS-tags for verbs concerning finiteness. The list of tags with corresponding
part-of-speech can be found in Appendix A.2 (p. 199). In order to decide
whether a verb-tag is finite or not, queries in IMS-CWB/CQP are performed
(cf. Section 4.2). According to the list on Appendix A.2 and the results
of the queries in CQP, the finite verb tags are VBD, VBP, VBZ, VHD,
VHP, VHZ, VVD, VVP and VVZ, while the non-finite verb tags are VB,
VBG, VBN, VH, VHG, VHN, VV, VVG, and VVN. Similarly, the lexical
words needed for the calculation of lexical density, i.e., cardinals, nouns,
adjectives, adverbs, can also be taken from the distribution of the PoS-tags
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since they are tagged as CD*, N* J* and R*, respectively. Finally, the
lexical verbs are equal to the total number of verbs minus the total amount
of all verbs minus auxiliaries. Thus, the formula for calculating the value
for lexical density (LD) for each single text in the ABSTRA corpus is:

ID— > lexical words

> clauses

> (cardinals + nouns + adjectives + adverbs + lexical verbs)

LD =
> finite verbs

S (CD+N*+J*+R*+ (V*—(VBG+ VBN +VHG+ VHN)))

LD =
S (V*—(VB+VBG+ VBN +VH+VHG+VHN +VV + VVG+ VVN))

where

All verbs = V¥ = VB + VBD + VBG + VBN + VBP + VBZ + VH
+ VHD + VHG + VHN + VHP + VHZ + VV + VVD + VVG + VVN
+ VVP + VVZ;

Lezical verbs = (V* - (VBG + VBN + VHG + VHN)) = all verbs
minus auxiliaries (be, have in passive voice or functioning as participle) and
modals (they are tagged separately as MD);

Finite Verbs = (V* - (VB + VBG + VBN + VH + VHG + VHN +
VV + VVG + VVN) = all verbs minus total-non-finite verbs.

Taking into consideration that the main purpose of abstracts is to sum-
marize the knowledge of the whole RA| it is reasonable to assume that the
lexical density in abstracts are higher than in their RAs. Example 5.7, from
an abstract from mechanical engineering with a very high lexical density,
and Example 5.8, a linguistic RA with a much lower lexical density illustrate
this assumption:

(5.7) The thin coating on the sand bed particles from full-scale boilers was
found to have a significant effect on the heat transfer coefficient, while the
particle size distributions, as well as coating thickness, had little or no
influence on the heat transfer coefficients for the conditions investigated.
[abstract.C3.3]

(5.8) In my work on Theme I have found it useful to deal with a unit slightly
larger than clause, but smaller than sentence. [RA.C1.1]
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Abstracts ‘ Research articles
Computer Linguistics Biology Mechanical | Computer Linguistics Biology Mechanical
science engineering science engineering
18.0 17.8 18.1 11.2 9.1 9.1 13.2 114
6.9 9.9 12.0 12.3 8.7 11.5 11.2 13.5
24.0 11.8 7.7 13.8 8.6 9.7 11.6 12.4
10.2 10.5 9.6 13.5 8.1 8.2 14.7 11.4
7.8 6.6 15.5 8.8 8.8 8.2 13.6 12.1
9.9 8.4 9.9 14.8 11.8 8.7 17.6 13.2
16.0 7.5 8.9 8.9 8.2 8.2 11.2 9.6
10.9 10.8 9.4 7.8 9.6 8.1 11.2 124
11.5 8.6 14.3 15.2 8.6 8.9 11.1 12.0
8.6 12.1 10.8 14.1 7.9 7.8 13.6 12.5
12.3 7.7 14.6 12.6 8.4 10.0 12.6 9.7
10.8 9.7 8.9 11.1 8.0 8.2 13.8 12.9
11.0 12.6 12.3 12.2 8.8 9.9 10.4 11.0
5.6 9.2 12.4 9.7 7.2 9.8 12.2 12.3
19.7 7.1 7.4 10.2 7.5 10.4 8.7
6.7 15.9 9.3 7.3 11.9 13.7
10.1 14.5 15.0 11.8 13.1 14.8
7.8 8.8 13.7 7.6 13.4 16.4
24.8 7.5 7.8 9.0 11.5 8.7
8.9 13.0 26.0 10.0 11.5 13.3
13.3 11.0 13.9 10.6 11.0 10.6
15.4 13.4 13.6 9.8 14.1 13.1
10.5 10.3 15.3 10.4 11.4 7.9
16.0 11.8 7.1 12.0 12.0
10.3 11.0 7.6 13.2
12.7 10.4 7.4 10.7
11.1 10.1 10.7 11.4
12.6 12.1
11.3 9.7

Table 5.6: Lexical density in the ABSTRA corpus (per text)

Thus, the null hypothesis to be tested, Hp, and its counterpart, the
alternative hypothesis Hq, can be formulated as follows:

H;: Abstracts have significantly higher lexical density in comparison to

their RAs.

Hy: Abstracts do not have significantly higher lexical density in com-
parison to their RAs.

Table 5.6 presents the corresponding results for lexical density in the
ABSTRA corpus. The values of lexical density for abstracts vary from a
minimum of 5.60, for abstracts of computer science, to a maximum of 26.00,
for abstracts of mechanical engineering. RAs show values for lexical den-
sity from a minimum of 7.10, for a RA of computer science, to a maximum
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Figure 5.10: Lexical density in the ABSTRA corpus

of 17.60, for a RA of biology. The values for lexical density in the AB-
STRA corpus are mostly higher than the overall lexical density values for
the scientific texts (J subcorpus) of Frown (9.82) und FLOB (9.39). Such
results corroborate the expectations for scientific discourse and they show
a tendency for abstracts having a higher lexical density than RAs.

The results for lexical density in the ABSTRA corpus are better visual-
ized through a boxplot with notches, as shown in Figure 5.10. According to
this Figure, abstracts show a minimum lexical density of 7.10, 1st quartile of
8.73, median of 10.70, mean of 10.73, 3rd quartile of 12.18, and a maximum
lexical density of 17.60. Similarly, RAs show the following summary values:
minimum lexical density of 5.60, 1st quartile of 9.20, median of 11.00, mean
of 11.78, 3rd quartile of 13.60, and a maximum lexical density of 26.00.

The next step is the statistical evaluation of the data. An indication
that the lexical density data are not normally distributed is that the values
for median and mean are not identical. The Shapiro-Wilk test for normality
testing is thus applied. According to a Shapiro-Wilk test, the distribution of
the values for lexical density in abstracts deviate significantly from normal-
ity: W = 0.9, p-value = 2.952e-06. The same is valid for RAs. Their lexical
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Figure 5.11: Histogram of lexical density in the ABSTRA corpus

density values are not normally distributed since W = 0.9672, p-value =
0.01842. These non-normality of data is presented as histograms in Figure
5.11.

Since the pre-requisite for normality for using a t-test was not met in
the abstracts sub-corpus, a Wilcoxon rank-sum test must be applied to
test for significance. Because the H; formulated states that abstracts have
significantly higher lexical density than their RAs, the one-tailed Wilcoxon
rank-sum test in this direction is applied. The calculated value is W =
4946.5, p-value = 0.0601. This means that there is a 93.99% probability
that this difference is not due to chance. Furthermore, Hy can not be
rejected because the p-value is higher than 0.05, although being very near
to it. It should be borne in mind however, that this value is near the border
of acceptance, showing a tendency for abstracts having higher values for
lexical density than RAs.

Again, the same procedure was followed for the analysis of lexical den-
sity across disciplines. Figure 5.12 shows the boxplot with notches gener-
ated from the values in Table 5.6 for abstracts and RAs in each discipline,
i.e., computer science (A), linguistics (C1), biology (C2), and mechanical
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Figure 5.12: Lexical density across disciplines in the ABSTRA corpus

engineering (C3). According to Figure 5.12, there is variation in lexical den-
sity between abstracts and RAs across all four disciplines. Abstracts from
mechanical engineering present the highest lexical density with a median
of 12.20, while RAs from computer science show the lowest values with a
median of 8.70 lexical words per clause. When considering only abstracts,
it can be noticed that there is domain specific variation in lexical density
since the boxes are vertically differently positioned. For RAs this domain
specific variation is still present, but there are more similarities between
computer science and linguistic, as well as between biology and mechanical
engineering. As for all shallow features, each pair of abstracts-RAs was
tested for normality and significance. Again, most of the data is not nor-
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mally distributed, which requires the use of a Wilcoxon rank-sum test for
significance. The results from the Wilcoxon rank-sum test indicate that lex-
ical density for abstracts is significantly higher in comparison to their RAs
only for the discipline of computer science (W = 542.5, p-value,ne_taitea =
0.001066). For computer science, Hy can be rejected. In contrast, there is
no significant difference between the lexical density values for abstracts and
RAs for the disciplines of linguistics (W = 124, p-valueyne_taitea = 0.1203),
biology (W = 206.5, p-value,,e—_taitea = 0.8571) and mechanical engineering
(W = 445.5, p-valueypne_taiea = 0.3516). The significance level is established
at 0.05, i.e., 5 percent or greater, for allowing the rejection of the null hy-
pothesis, which in this case is not true. Therefore, although it can not be
said that abstracts have a significant higher lexical density in comparison
to RAs across these three disciplines, there is still variation in the profile of
this feature across disciplines when considering only abstracts or only RAs.
This observation is valid for all cases and features where the null hypothesis
could not be rejected.

5.1.2.2 Most frequent lexical items

Variation in vocabulary is a well-stablished parameter for investigating vari-
ation in language since lexical items are a reflection of the lexical domain
and ultimately the field of discourse they represent (cf. Sections 2.4.2 and
4.3). Therefore, in accordance with the working hypothesis of this research
that abstracts and RAs differ from each other, it can be expected that the
most frequent lexical items occurring in abstracts differ from the ones in
RAs, as well as across disciplines.

The identification and quantification of the most frequent lexical items
is based on PoS-tags and is performed using WordSmith Tools. The most
frequent lexical items, i.e., nouns, adjectives, adverbs, and verbs for ab-
stracts and RAs in the ABSTRA corpus are presented in Tables 5.7 and
5.8, respectively. These tables show the twenty most frequent lexical items,
their raw frequency of occurrence followed by the relative frequency in per-
centage. Due to the size of the ABSTRA corpus, which is far less from the
required minimum of 1 million words for lexical analysis, the findings re-
ported in this section intend to give just some insights in lexical variation in
the corpus . Consequently, this feature is not measured by each single text
individually and the data are not statistically evaluated unlike the previous
features. Nevertheless, taking a look at lexical profiles may reveal relevant
information about the corpus under study.
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The most frequent noun in all abstracts is problem, followed by analy-
sis, space, time, model, results, and process. This indicates that the main
issue addressed in abstracts is probably a given problem, the model and
analysis for investigating such a problem, probably in a reasonable amount
of time (and space) and finally the results obtained (cf. Table 5.7). As
shown in Table 5.8, research articles show a different profile of the most fre-
quent nouns, i.e., time, number, packets, analysis, case, problem. Therefore,
analysis and problem play a less important role in RAs than in abstracts.
Example 5.9, from an abstract from computer science and Example 5.10,
a biology abstract illustrate the context of occurrence of some of the most
frequent nouns:

(5.9) In addition, [...], we obtain a constant O(1/[delta])-approximation ratio
for the problem. Our results have implications for network design.
[abstract.A.11; emphasis added|

(5.10) Transcriptome analysis can provide useful data for refining genome
sequence annotation. [abstract.C2.10; emphasis added|]

While in abstracts the most frequent nouns have more of a general mean-
ing, RAs present some domain specific terminology under the top 10, like
number, packets and algorithm. Moreover, the addressed problem itself
seems to loose importance in RAs since the relative frequency of occurrence
of problem in RAs (0.1218%) is half of the number of its occurrence in
abstracts (0.2452%).

For adjectives, which modify nouns, it can be observed that they have an
important function in abstracts. Adjectives clarify the uniqueness of a given
research. They emphasize what is different and new in a given research in
comparison to others since the most frequent adjectives in abstracts are
different (0.1291%) and other (0.1097%) and new (0.1033%). The con-
trastive aspects of a given research are also very important in RAs since
the frequency of occurrence of other (0.1667%) and different (0.1204%) are
similar to abstracts. However, the novelty aspect of a research seems to
lose importance in RAs, as the frequency of occurrence of new (0.0629%)
is much lower in RAs than in abstracts. This observation is illustrated in
Example 5.11, from an abstract from biology and Example 5.12, a RA from
linguistics:

(5.11) We describe here a new solution structure of the RNA dimerization
initiation site (DIS) of HIV-1Lai. [abstract.C2.20; emphasis added|
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(5.12) If there is a contrast in acceptability, such theories must be enriched by
further assumptions, such as connectedness theory (Kayne 1983) and
other approaches looking at movement paths (Pesetsky 1982), or the
Minimal Compliance Principle (Richards 2001) claiming that the
Superiority Condition need not be respected by more than one pair of
wh-phrases in each clause (see also Pesetsky 2000). [RA.C1.11; emphasis
added|

To address aspects of similarity and contrast seems to be the main in-
tended purposes for the use of adverbs in abstracts and in RAs. The most
frequent adverbs in abstracts are also (0.1872%), not (0.1162%), and as
(0.1097%). Research articles show a similar profile in the use of adverbs.
However, contrastive aspects seem to play an important role since the most
frequent adverb in RAs is not (0.3565%), occurring almost three times more
often than in abstracts. This observation is illustrated in Examples 5.13 and
5.14:

(5.13) We give a matching linear lower bound on the maximum delay incurred
by the packets. We also give an almost matching linear lower bound on
the maximum buffer size used by LIS on DAGs. [RA.A.4; emphasis
added|

(5.14) Since the main aim is to find possible analytical solutions but not
solutions for given initial and boundary conditions, the derivation
approach in this paper is different from the common method. [RA.C3.22;
emphasis added|

Finally, undoubtedly the most frequent verbs in abstracts and RAs are be
and have, as expected*®. Nevertheless, they behave very differently when it
comes to the most frequent verbs other than these. According to SFL, verbs
can be classified into six categories according to the kind of processes they
realize linguistically. There are material processes which describe actual
physical actions. Mental processes describe mental experience. Relational
processes are processes of identification and classification. Behavioral pro-
cesses represent “outer manifestations of inner workings, the acting out of
processes of consciousness” (Halliday 2004a: 171). Verbal processes are pro-
cesses of saying. Finally, existential processes deal with existence in which
phenomena are recognized “to be”. The most frequent verbs in abstracts,
besides be and have, are therefore either of the relational (base, show, give,

43Wordlists were retrieved based on the part-of-speech tags. Therefore, different func-
tional roles of the instances of the verbs be and have (full verb or auxiliary) were not
investigated.
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contain, present), material (use, find, obtain, make), verbal (propose) or
mental (investigate) type. Research articles show some differences in com-
parison to abstracts, e.g., the absence of verbs of the verbal type under the
most frequent ones. The most frequent verbs in RAs besides be and have are
either material (use, obtain, find), relational (give, show, let, follow), and
mental (see). Examples 5.15 to 5.19 illustrate the use of different process
types in the corpus:

(5.15) In this paper, we present a more effective method of computation based
upon a 4-state two-dimensional ACA [...] [abstract.A.23; emphasis
added|

(5.16) In order to obtain high yield of MWCNTSs, 900 [deg]C was appropriate
instead. [abstract.C3.7; emphasis added|

(5.17) In this paper we propose a novel concept to use in the modeling of real
network scenarios under measurement and analysis. [abstract.A.6;
emphasis added|

(5.18) Finally, we investigate the approximability of several extensions of the
load rebalancing model. [abstract.A.20; emphasis added|

(5.19) Based on the test results, one can see considerable influence of
inclination angle and the number of tube row. [RA.C3.5; emphasis added]

A similar evaluation is performed with the ten most frequent lexical
items for abstracts and RAs for each single discipline, which are shown in
Tables 5.9, 5.10, 5.11, and 5.12. Problem is again the most frequent noun
in abstracts from computer science. Interestingly, almost all other very fre-
quent nouns in computer science are domain specific terms, e.g., algorithm,
graph. The frequency of the word K (0.5202%), which denote variables
in the abstracts, is an indication of a highly formalized and abstract do-
main. This complies with the observation concerning verbs in abstracts of
computer science; they are mainly relational (cf. Table 5.9). Linguistic
abstracts contain under the most frequent nouns typical domain specific
terms, e.g., theme, language, unit, sentence. Interestingly, argue, which is
a verb of the verbal type, is the most frequent verb besides “be” in lin-
guistics (cf. Table 5.9). Abstracts from biology show only domain specific
terms under the top 10 nouns, e.g., gene, DNA, methylation. The focus of
the abstract topics on genetics is a consequence of the architecture of the
ABSTRA corpus, as discussed in Section 4.1. Adjectives in abstracts of
biology indicate strong use of noun compounds composed of an adjective

104



5.1. Deductive empirical analysis

and a noun since some examples of very frequent adjectives are mitochon-
drial, genomic, human, binding. Furthermore, verbs in biology are mainly
relational or material (cf. Table 5.10). Finally, the most frequent nouns in
abstracts from mechanical engineering are also very typical of this domain,
i.e., process, heat, concentration, rate, transfer, flow. Specially interesting
are the most frequent adjectives in abstracts of mechanical engineering; four
of the most frequent ones end in the suffix “al”, indicating frequent use of
adjective-nouns compounds as domain specific terms in this discipline.

Research articles also show similar variation of the most frequent lexical
items across these four disciplines. It is worth mentioning that the most
frequent verb besides “be” in computer science is let, which indicates a
high degree of formality in discourse in this discipline. In contrast, RAs
from linguistics use mental verbs very frequently, e.g., see (cf. Table 5.11).
Mechanical engineering employ in its RAs mainly material verbs besides
“be” (cf. Table 5.12).

Research articles from biology show a striking phenomena. This can
be observed on the frequent use of et and al, originally “et al.”. As a
matter of fact, the high frequencies of occurrence for these two words are
the result of a tagging error. Researchers should be aware that automatic
taggers are not free of errors (cf. Section 4.2) and in this case it would be
more appropriate for the tagger to treat et and al as a multi-word unit “et
al.”. However the tagger applied here does not consider multi-word units
causing problems in the tagging results of scientific discourse. Strikingly,
the frequency of occurrence of these two words are however not identical.
This is because there is a cited author whose surname is just al. This
information is shown in Table 5.12 only as a warning for researchers. These
data are not taken into consideration in the interpretation of the results.

The analysis of the most frequent items has so far allowed the researcher
to gain insights into the semantic content of abstracts and RAs as well as its
domain specific variation. However, the data reveal no information so far
whether the occurrence of these most frequent lexical items is higher than
expected for a corpus of general English or not. One method for uncovering
such information is called analysis of keywords, which is discussed in the
next section.
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5.1.2.3 Keywords

The previous section, although explorative due to the size of the ABSTRA
corpus, discussed vocabulary differences between abstracts and RAs as well
as lexical variety across disciplines. However, frequencies of occurrence of
words in corpora per se do not give any information whether high frequen-
cies of a given word are to be interpreted as particularly characteristic of
the particular corpora under study or whether such a high frequency would
conform with the expectations for general English. In order to make such
inferences, a comparison of the results obtained for the corpus under study
with a reference corpus of general English is needed. Through a compari-
son, it can be noticed that the frequency of occurrence of some words in the
corpus under study are unexpectedly high in comparison to the frequency of
occurrence of the same word in the reference corpus. Such words are called
keywords. A formal definition is given by Scott (2008): “Keywords are those
whose frequency is unusually high in comparison with some norm”. The cor-
responding quantitative evaluation of keywords is called keyness. It “relates
to the frequency of particular lexical items within a text as compared with
their frequency in a reference corpus” Scott (2001: 109). A detailed dis-
cussion on the nature of keyness itself and on keyness in specific discourse
contexts is found in Bondi & Scott (2010).

An analysis of keywords is performed with the help of the WordSmith
Tools. First, a comparison of a word list with a word list of a reference
corpus of texts is performed. Then, the tool examines “each word-form and
compares its frequency as a percentage of the text with the frequency of
the same word-form in the reference” (Scott 2008). Some of the words are
outstandingly more frequent in the corpus under study and are therefore
marked as keywords**. Keywords typically reflect characteristics of about-
ness and style of the corpus under study.

This section thus reports on a keyword analysis of the ABSTRA corpus
and the BNC* as reference corpus. However, it should be noted that the
size of the ABSTRA corpus is smaller than the recommended size of 500
texts (Scott 2008). Nevertheless, the results provide some insights on the
keywords in the ABSTRA corpus and support the discussion on its results

4 Threshold: p-value = 0.000001.
(http://www.lexically.net/downloads/version5/HTML/7keywords_calculate_
info.htm (accessed: 14 October 2010)).

454The British National Corpus (BNC) is a 100 million word collection of samples of
written and spoken language from a wide range of sources, designed to represent a wide
cross-section of current British English, both spoken and written” http://www.natcorp.
ox.ac.uk/ (accessed: 21 Oktober 2010).
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Keyword — Abstracts Freq. % BNC Freq. BNC % Keyness p-value
PROBLEM 39  0.2540 28576 0.0287 100.84 2.67848E-15
ANALYSIS 30 0.1954 13130 0.0132 105.72 2.1684E-15
SPACE 35 0.2279 12601 0.0127 136.17  7.50176E-16
MODEL 28 0.1823 13155 0.0132 94.98  3.52763E-15
RESULTS 28 0.1823 15337 0.0154 87.07 5.35263E-15
PROCESS 26 0.1693 22499 0.0226 59.63 4.75174E-14
GENE 25  0.1628 2231 164.69  3.58367E-16
PROTEINS 24 0.1563 1262 183.04 2.41666E-16
TEMPERATURE 26  0.1693 4343 139.44  6.82402E-16
HEAT 25  0.1628 5794 118.24  1.33803E-15
WE 101 0.6577 300833 0.3025 48.00 2.91513E-13
Keyword — Research articles  Freq. % BNC Freq. BNC % Keyness p-value
NUMBER 643 0.1829 48885 0.0491 745.44  2.22169E-18
ANALYSIS 460 0.1308 13130 0.0132  1270.53 4.23133E-19
CASE 463  0.1317 45216 0.0455 376.73 1.98715E-17
PROBLEM 440 0.1251 28576 0.0287 613.23 4.11655E-18
ALGORITHM 462 0.1314 552 3826.00 1.46718E-20
RESULTS 414  0.1177 15337 0.0154 955.63 1.02193E-18
MODEL 404 0.1149 13155 0.0132  1022.54 8.28158E-19
TEMPERATURE 391 0.1112 4343 1749.23  1.58533E-19
SET 492 0.1399 44247 0.0445 454.21  1.07819E-17
CONDITIONS 322 0.0916 15376 0.0155 605.95 4.27575E-18
WE 2396 0.6814 300833 0.3025  1226.35 4.71928E-19

Threshold: p-value = 0.000001

Table 5.13: Keyness of some frequent item in the ABSTRA corpus in com-
parison to BNC

for the frequency of occurrence of lexical items in the previous section (cf.
Section 5.1.2.2). It is not the purpose of this analysis to evaluate keywords
and keyness in the ABSTRA corpus throughly because of the restrictions of
size. There are however some interesting results to be reported. Table 5.13
shows the frequencies of occurrence of some of the most frequent words
in abstracts and in RAs (cf. Tables 5.7 and 5.8) in comparison to their
frequencies of occurrence in the reference corpus, BNC, the corresponding
keyness and its p-value. First, it can be observed that the most frequent
words in abstracts and RAs are not as frequent in the reference corpora. For
example, the frequency of occurrence of problem in abstracts is 0.2540% and
0.1251% in RAs, but only 0.0287% in the BNC. This indicates that problem
is a much more relevant topic in abstracts than in RAs and in the reference
corpus, which is supposed to represent general English. From the values of
frequencies of occurrence, WordSmith calculates the keyness between the
corpora under study and the reference corpus together with its respective
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p-value. For the case of problem the keyness values are 100.84 for abstracts
and 613.23 for RAs, both p-values are significant since they are smaller than
0.05. The keyness value of 100.84 for problem in abstracts indicates that
problem occurs a bit more than one hundred times in the abstract corpus as
in the BNC. Similarly, the word problem is more than 600% more frequent
in RAs than in the BNC. Such results support the interpretation of the
data of most frequent lexical items as an indication of domain specificity
(cf. Section 5.1.2.2). This is what was meant by keyness being an indication
of the “aboutness” of texts.

Furthermore, keyness can also provide some insights on style character-
istics of texts. Although this research does not to deal with style issues,
it is interesting to observe that there are clear style differences between
the ABSTRA corpus and the BNC as reference corpus. One indicator of
such differences is the frequency of occurrence of the personal pronoun
we. According to the results of Table 5.13, we has a relative frequency of
occurrence of 0.6577% in abstracts, 0.6814% in RAs and 0.3025% in the
BNC. This data together with the corresponding keyness values for we
indicate that in abstracts and, most of all, in RAs we is proportionally
much more frequently used as in general English, therefore marking style
in both text types. According to Conrad & Biber (2001: 88), the use of we
is an act of persuasion because it demands the participation of readers in

authors’ perspectives on a given issue 4.

The lexical features presented here, although exploratory, revealed qual-
itative and quantitative differences between abstracts and RAs as well as
between each of these corpora and the reference corpus of general English,
also across disciplines. Abstracts and RAs employ the spectrum of possible
lexical realization quite differently as compared to general English, specially
concerning the use of domain specific lexical items. Complementarily to this
section, Section 5.1.3, discusses the results of the quantitative analysis of
the grammatical features chosen for the empirical analysis in this research.

46The same analysis procedure could have been made for the most frequent lexical
items across disciplines, to reveal domain specific characteristics of the corpus under
study in comparison to general English. However, due to the size of the ABSTRA corpus
this analysis was not performed (see page 101 for the discussion on the size of the corpus
and lexical analyis.
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5.1.3 Grammatical features

This section reports on the results concerning the grammatical features
chosen for empirical analysis of the ABSTRA corpus. First, Section 5.1.3.1
discusses the distribution of modals auxiliaries in the ABSTRA corpus.
Section 5.1.3.2 then presents the results of the use of passive voice, while
Section 5.1.3.3 discusses the use nominalizations in abstracts and RAs, also
across disciplines. Finally, the issue of grammatical intricacy in the corpus
under study is addressed in Section 5.1.3.4.

5.1.3.1 Modals

Modals in language are used mostly for marking persuasion, i.e., they mark
the author’s “own assessment of likelihood or advisability” (Biber 1988:
148). Modals can be classified into three categories according to their func-
tion in language: predictive modals for referring to the future, possibility
modals, which are used to linguistically realize different perspectives on a
topic; and necessity modals, which directly express persuasiveness. In En-
glish, this classification can be applied to modals, according to Biber (1988:
24111, as follows:

e Possibility modals: can, may, might, could
e Necessity modals: ought, should, must

e Predictive modals: will, would, shall

Examples 5.20 to 5.28 illustrate the occurrence of modals in the AB-
STRA corpus.

(5.20) This concept can enable one to conduct continuous productions of CNCs
and MWCNTs. [abstract.C3.7; emphasis added]

(5.21) Pinch analysis improves energy efficiency for batch processes and it may
increase the productivity of a revised plant. [abstract.C3.13; emphasis
added|

(5.22) On the other hand, the material might be difficult to fluidise.
[abstract.C3.6; emphasis added|

(5.23) [...] they cannot themselves form part of an innate Universal Grammar,
and neither could they be interpreted in terms of simple parameter
setting. [RA.C1.12; emphasis added]
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(5.24) [...] which implies that in this case a competitive ratio of should not be
considered impressive. [RA.A.14; emphasis added]

(5.25) The ideal resource assignment must balance the utilization of the
underlying system against the loss of [...] among several servers.
[abstract.A.9; emphasis added]

(5.26) This paper will explore the Theme unit as it functions to organise
discourse in Japanese [...] [abstract.C1.9; emphasis added]

(5.27) [...] DT40 clones would likely contain sequences with large numbers of
unique GCs [...] [RA.C2.13; emphasis added]

(5.28) We shall consider a fluid model that is the limit as the packet sizes and
the burst parameters [...] tend to zero. [RA.A.26; emphasis added]

Due to their persuasive character, modals are expected to be used more
in argumentation than in exposition texts. Since abstracts are supposed
to summarize RAs in very few words and limited space, it can be assumed
that abstracts tend to be more expository than RAs and tend to use modals
proportionally less than RAs. Thus, the null hypothesis to be tested, Hy,
and its counterpart, the alternative hypothesis Hy, can be formulated as
follows:

H;: Abstracts show significantly lower frequency of occurrence of
modals in comparison to their RAs.

Hy: Abstracts do not show significantly lower frequency of occurrence
of modals in comparison to their RAs.

The quantification of modals was performed with WordSmith Tools,
searching for the strings will, would, shall, can, may, might, could, ought,
should, must over the ABSTRA corpus. There is a small difference between
the total number of modals per discipline and per text type (abstracts or
RAs), respectively, in comparison to the parts-of-speech tag MD (modals)
shown in Table 5.1. This small difference is due to the part-of-speech tagger,
which is not free of errors (cf. Section 4.2). However this does not influence
the results presented in this section.

Table 5.14 presents the results for modals in abstracts and RAs, while
the frequency of occurrence of modals per discipline is shown in Table 5.15.
As known from Table 5.1 in Section 5.1.1.1, the relative frequency of occur-
rence of modals in abstracts is 0.33% and in RAs 0.77%. This is a strong
indication that RAs are much more argumentative than abstracts, which
would be then more expository as expected.
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Modal Abstracts RAs
possibility-modal
can 31 1288
may 21 417
might 0 108
could 2 230
necessity-modal
ought 0 0
should 4 204
must 3 184
predictive-modal
will 6 542
would 0 290
shall 0 39

Fisher’s Exact Test for Count Data, p-value = 0.0002374
X2 = 31.3454, df = 8, p-value = 0.0001219

Abstracts RAs
X possibility-modals 54 2043
Y necessity-modals 7 388
Y} predictive-modals 6 871

Fisher’s Exact Test for Count Data, p-value = 0.001491

Table 5.14: Frequency of occurrence of modals in the ABSTRA corpus

According to Table 5.14, the first interesting observation is that ought
does not occur at all in the ABSTRA corpus. Ought can be used to express
obligation, duty, or necessity. However, it seems that for the ABSTRA cor-
pus these properties are fully covered by the use of must. For both abstracts
and RAs, the most frequent type of modals are those expressing possibility,
followed by necessity and then prediction modals. The results are tested
for significance in two different ways. First, the raw frequencies of occur-
rence of can, may, might, could, should, must, will, would and shall for
abstracts and RAs are tested for significance with the Fisher’s test. The
Fisher’s test calculates the p-values exactly, while the chi-square test always
depends on approximations. Therefore, the Fisher’s test should be always
the first choice of test for significance of such data. The respective p-value
of 0.0002374 indicates that there is a significant difference between the dis-
tribution of modals in abstracts in comparison to RAs. Furthermore, when
analyzed in terms of categories of modals, i.e., possibility, necessity, pre-
dictive, the corresponding result of the Fisher’s test is p-value = 0.001491.
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Figure 5.13: Modals in the ABSTRA corpus

Hence, these results allow Hy to be refuted.

The variation on the use of modals across disciplines is shown in Ta-
ble 5.15 and in Figure 5.13. Apart from the fact that modals are not
very often used in abstracts, there are some interesting observations to be
made. Possibilities modals are over all disciplines the most frequent kind
of modals used in abstracts. Necessity modals occur mainly in abstracts
of computer science and biology, followed by linguistics. While abstracts
from mechanical engineering make no use of necessity or predictive modals,
predictive modals are very frequent in abstracts of linguistics, followed by
biology. Thus, the data indicate that, while all disciplines rely on the use of
modals for addressing different perspectives on a given issue (i.e., through
possibility modals), computer science makes very frequent use of direct per-
suasiveness (i.e., through necessity modals - 15.00%). Linguistics tends to
refer more to future possibilities (i.e., through predictive modals - 21.43%),
and biology shows a more balanced use of modals.
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Research articles show a slightly different profile on the use of modals
across disciplines (cf. Table 5.15 and Figure 5.13). Interestingly, RAs from
the discipline of linguistics are the ones using the fewest number of pos-
sibility modals (52.81%). Biology and computer science make very little
use of necessity modals with 9.76% and 6.03%, respectively. Finally, the
frequency of occurrence of predictive modals are relatively similar for RAs
across disciplines. However, predictive modals are almost twice as frequent
in linguistics (30.90%) than in mechanical engineering (16.26%).

5.1.3.2 Passives

Passives are acknowledged to be a typical characteristic of scientific dis-
course (cf. Banks 2008; Gustafsson 2006; Halliday & Martin 1993). Passives
are used mostly when the role of the agent of an action is not that impor-
tant and they characterize objectiveness in discourse. According to Biber
(1988: 228), “[ijn passive constructions, the agent is demoted or dropped
altogether, resulting in a static, more abstract presentation of information”.

Even more importantly, passive voice allows concepts and objects
(rather than people) to be the grammatical subject of the sentence,
making the discourse topic clear. (Biber & Conrad 2009: 123)

Since abstracts are supposed to summarize RAs and condense informa-
tion, it can be assumed that abstracts make use of passive constructions
more frequently than RAs. Thus, the null hypothesis to be tested, Hy, and
its counterpart, the alternative hypothesis Hy, can be formulated as follows:

H;: Abstracts show significantly higher frequency of occurrence of pas-
sive constructions in comparison to their RAs.

Hy: Abstracts do not show significantly higher frequency of occurrence
of passive constructions in comparison to their RAs.

The identification and extraction of passives is performed based on part-
of-speech tagging using IMS/CWB for querying. Appendix A.4 describes all
queries used for the extraction of passives in the ABSTRA corpus. After the
extraction, the instances of passive voice are classified according to tense,
aspect, and mood, based on the criteria suggested by Gustafsson (2006),
who investigated the development of passive in nineteenth-century scientific
writing. Examples 5.29 to 5.37 show the classification criteria:
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e Tense

— Present (e.g., may be chosen, is shown, are required, to be solved)

(5.29) Then the action may be chosen arbitrarily by the module,
[...] [RA.A.23; emphasis added]

— Past (e.g., were achieved, have been developed, has been proposed)

(5.30) Other approaches have been developed to improve on the
previous methods [...] [RA.C3.13; emphasis added]

— Future (e.g., will be presented, will be encoded)

(5.31) Justification for the theorisation of this textual unit will be
presented together with a number of examples. [abstract.C1.9;
emphasis added]

e Aspect

— Indefinite (e.g., is given, are required)

(5.32) We conclude that [...] a mitochondrially encoded gene
product is required for promoting [...] [abstract.C2.22;
emphasis added]

— Perfect (e.g., have been treated, has been developed)

(5.33) Whether a given graph [...], for which fast sequential and
parallel algorithms have been developed in a sequence of papers.
[abstract.A.27; emphasis added]

— Progressive (e.g., are being resolved)
(5.34) Based on this, [...] these AID-induced DSBs are being
resolved either by HR or NHEJ. [RA.C2.13; emphasis added]
e Mood

— Indicative (e.g., is shown, are given, were developed)

(5.35) It is shown in this work that such a strategy |[...]
[abstract.C3.12; emphasis added]

— Conditional (e.g., may be approached, should be performed )

(5.36) For arbitrary metric spaces, this goal may be approached by
using probabilistic metric approximation techniques.
[abstract.A.7; emphasis added]

— Imperative (e.g., Let ... be chosen)

(5.37) Let Q be an undirected tree rooted at s with leaf set L and
depth h.. [RA.A.11; emphasis added|
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Abstracts Research articles
F % F %
Passive 323 55.69 7048 45.64
Non-passive 257 44.31 8393 54.36
Sentences 580 100.00 15441 100.00

Fisher’s Exact Test for Count Data, p-value = 2.321e-06

Table 5.16: Frequency of occurrence of passive constructions in the AB-
STRA corpus

The frequency of occurrence of passives is not only determined as raw
values, but also as a relative frequency of a ratio between passives and non-
passive, i.e., active or middle, sentences. For this reason, it is necessary
to obtain the total number of sentences in abstracts and in RAs. Sentence
boundary information is automatically generated by AnnoLab and TreeTag-
ger, respectively, in the corpus processing steps and encoded in the corpus
as annotation (cf. Section 4.2). This information and therefore the total
number of sentences in each sub-corpus can be queried using IMS/CWB
using the following syntax, as for example in the discipline of computer
science, which is internally identified by the letter A:

Total_sentences = <s>[]*</s> :: match.document_uri = ".*x/A/.*";

The results are given in terms of passive and non-passive constructions.
The purpose of using the term non-passive constructions instead of active
constructions, which can be seen as an approximation, is not to induce
the false idea that a construction that is not passive is obligatorily in active
voice in English. In the case of scientific writing, there are sentences without
verbs, e.g., headlines, sometimes title, and those constructions which are not
specifically in passive voice that are classified as non-passive.

Since the query on the total number of sentences was possible at a sub-
corpus basis, the queries for passives were performed over all texts of a
given discipline simultaneously. For this reason, the results correspond to
overall abstracts, overall RAs and their overalls in each of the sub-corpus
as a whole.
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Figure 5.14: Passives in the ABSTRA corpus

Table 5.16 shows the results of the number of passive and non-passive
constructions in abstracts and in RAs in the ABSTRA corpus, as well as the
total number of sentences. These results are also displayed in Figure 5.14
for better visualization. Passive constructions are relatively more frequent
in abstracts (55.69%) than in RAs (45.64%). In order to test whether this
difference is significant, the raw data is tested with the Fisher test. The
Fisher test result shows a p-value = 2.321e-06, indicating that the difference
is statistically significant. For this reason, Hy can be rejected. Abstracts do
make use of passives constructions significantly more frequently than RAs.

The next step is to classify the passives according to tense, aspect, and
mood, as shown in Table 5.17 and in Figure 5.15. The raw frequencies of
passive occurrence according to these three parameters is tested for signif-
icance with a Fisher’s test. According to the results from the Fisher’s test
for tense, also displayed in Figure 5.15, there is no significant difference
between the frequency of occurrence of passives in abstracts as compared
to RAs. Thus, abstracts and RAs make use of the several tenses in passive
constructions in English very similarly, although at first sight one could
think that the difference in the use of future passives could contribute for
significancy. However, there is a statistically significant difference in aspect.
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Figure 5.15: Passives in the ABSTRA corpus
Passives Abstracts RAs
F % F %
Tense
Present 213 65.94 4727 67.07
Past 108 33.44 2213 31.40
Future 2 0.62 108 1.53
Fisher’s Exact Test for Count Data, p-value = 0.3673
Aspect
Indefinite 286 88.54 6537 92.75
Perfect 34 10.53 439 6.23
Progressive 3 0.93 72 1.02
Fisher’s Exact Test for Count Data, p-value = 0.01165
Mood
Indicative 296 91.64 5936 84.22
Conditional 27 8.36 1098 15.58
Imperative 0 0.00 14 0.20

Fisher’s Exact Test for Count Data, p-value = 0.0008357

Table 5.17: Frequency of occurrence of passive constructions according to
tense, aspect, and mood in the ABSTRA corpus
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Abstracts tend to use less indefinite, more perfect, and less progressive
passives than RAs. Furthermore, their results according to mood are also
statistically significant. While passives in abstracts and RAs occur mainly
in the indicative mood, the relative occurrence of conditional passives in
RAs is almost twice as in abstracts. This indicates a tendency to a more
argumentative discourse in RAs. Moreover, imperative passives are only
found in RAs and in a very low frequency of occurrence.

Finally, passive constructions in abstracts and RAs are classified accord-
ing to their tense, aspect, and mood across disciplines. Table 5.18 shows the
results of this classification in terms of raw frequency and the corresponding
percentage. The results for tense show that while abstracts from computer
science and linguistics mainly use passive constructions in the present tense,
mechanical engineering and biology show a high frequency of occurrence in
past tense passives, i.e., 37.21% and 50.62%, respectively. This observation
is probably due to the typical procedural descriptions even in abstracts of
such disciplines. A similar profile is also shown by RAs. However, RAs from
biology use even more past (62.96%) than present (36.52%) passives. In
contrast, RAs from computer science use mainly present passives (88.41%),
followed by only 9.08% of past and 2.51% of future passives. This can be
interpreted as an indication of very formal, abstract and mathematics-like
discourse.

The analysis of the results for aspect reveals that no progressive passives
are found in abstracts of biology and mechanical engineering. Furthermore,
while computer science abstracts make frequently use of perfect passives
(15.28%), linguistic abstracts use such passives the less, with on 2.44%.
Research articles of the four disciplines show a very similar profile of the
passive use according to aspect. Interestingly, however, is the fact that RAs
in linguistics use progressive passives proportionally much more frequently
in the other disciplines. This probably indicates a frequent work-in-progress
report or similar on-going result report.

Furthermore, the data for passive construction according to mood in-
dicate that no imperative passives occur in abstracts of any discipline.
Moreover, abstracts of computer science use around twice the number of
conditional passives than abstracts of the other disciplines. The mood
classification of passives in RAs show that only imperative passives occur
only in computer science. This is another indication for a very formal,
mathematical calculating discourse, characteristic of this discipline. Fur-
thermore, RAs from computer science are also the ones with the highest
number of conditional passives, while biology is the discipline in which
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conditional passives are the less frequent.

The results of the analysis of passive voice in the ABSTRA corpus can
be summarized as follows: there is a highly significant difference in the
frequency of occurrence of passives between abstracts and RAs, including
a significant difference according to aspect and mood of passive construc-
tions. Furthermore, differences across disciplines are observed, probably as
a consequence of the different fields of discourse. Biology seems to be more
experiential, i.e., they perform lots of actions and experiments and report
about them, than the other disciplines, followed by mechanical engineering
and then linguistics. Finally, computer science shows distinctive character-
istics concerning the use of passive, as a consequence of a very formal and
mathematical discourse.
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5.1. Deductive empirical analysis

5.1.3.3 Nominalizations

As previously mentioned, one of the most distinctive feature of abstracts
is their information density. It is commonly known that complexity in sci-
entific discourse is achieved mainly through specific terminology and nom-
inalization, which is part of grammatical metaphor (cf. Halliday 2004a,b,c;
Halliday & Martin 1993). Through nominalization, processes (linguistically
realized as verbs) and properties (linguistically realized, in general, as adjec-
tives) are re-construed metaphorically as nouns, enabling an informationally
dense discourse. Through nominalization it is possible to build up chains
or sequence of logical argument (Halliday 2008) and they are therefore “the
single most powerful resource for creating grammatical metaphor” (Halli-
day 2004a: 656). For this reason, nominalization was chosen as a linguistic
feature for this empirical analysis.

Due to their high informational density character, nominalizations are
expected to be used more in abstracts than in RAs, which are supposed to
condense the whole RA. Thus, the null hypothesis to be tested, Hy, and its
counterpart, the alternative hypothesis H;, can be formulated as follows:

H;: Abstracts show significantly higher frequency of occurrence of nom-
inalizations in comparison to their RAs.

Hy: Abstracts do not show significantly higher frequency of occurrence
of nominalizations in comparison to their RAs.

The quantification of nominalizations was performed by WordSmith
Tools, searching for words ending with the suffixes -sion, -tion, -ment, -ness,
-ity and their plural forms in each single text over the ABSTRA corpus. The
choice of suffixes is based from the work of Biber (1988: 214). Examples
5.38 to 5.42 show instances of the corpus containing nominalizations.

(5.38) We do not demand n integers to be hashed into a table of size O(n)
without any collision. [RA.A.19; emphasis added]

(5.39) A theoretical model for bubble breakup in slurry bubble columns as well
as three-phase fluidized beds with fine particles has been developed based
on an ezxploration into the deformation, oscillation and breakup process
of the bubbles. [abstract.C3.16; emphasis added]

(5.40) The procedure, which enables to determine the basic transport
properties of membrane/solution systems on the basis of the measurement
in a continuous dialyzer at steady state, has been elaborated.
[abstract.C3.1; emphasis added]
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5.1. Deductive empirical analysis

(5.41) However, the particular features proposed, such as the degree of
erpectedness, essentiality, and permanence, are not easily defined.
[RA.C1.4; emphasis added]

(5.42) Finally, we investigate the approzimability of several extensions of the
load rebalancing model. [abstract.A.20; emphasis added]

The raw frequencies for nominalizations in the corpus are displayed in
Table 5.19. It can be noticed that the number of instances of nominal-
izations per text varies considerably, depending not only on the discipline
but probably also on the style used by the authors. The results are better
visualized through a boxplot with notches, as shown in Figure 5.16. This
figure shows a boxplot for the relative frequencies of nominalizations, i.e.,
raw frequencies divided per total number of tokens, which is calculated for
each single text in the corpus.

Nominalizations

o

w0
el Abstracts RAs
o

Relative frequency

0.05
I
/7

0.00
|

Figure 5.16: Nominalizations in the ABSTRA corpus

According to this Figure, abstracts show a minimum relative frequency
of nominalizations of 0.00, 1st quartile of 0.03118, median of 0.04760, mean
of 0.05005, 3rd quartile of 0.06515, and a maximum relative frequency of
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Abstracts ‘ Research articles
Computer Linguistics Biology Mechanical | Computer Linguistics Biology Mechanical
science engineering science engineering
2 13 6 9 46 230 131 168
4 14 10 22 65 659 74 226
13 14 2 15 114 473 124 139
4 10 8 21 199 449 72 180
3 13 7 6 40 83 141 123
4 6 16 11 567 229 173 135
6 7 15 11 112 386 184 170
3 5 1 6 86 570 78 137
12 17 8 12 114 431 87 184
5 10 9 15 172 486 132 96
1 5 10 6 112 323 170 74
2 3 10 19 83 202 106 192
10 13 12 5 334 554 180 102
17 9 5 19 229 165 127 160
2 16 10 86 108 170
8 5 11 157 98 151
0 7 12 37 138 84
7 8 5 174 191 106
9 7 8 194 79 169
14 4 10 317 81 151
7 14 9 139 148 209
1 10 6 89 147 205
2 8 3 123 118 87
10 4 8 181 79 95
3 12 69 81
4 0 231 104
10 2 119 43
12 234
8 101
163 139 202 293 4189 5240 2966 4076

797 16471

Table 5.19: Nominalizations in the ABSTRA corpus per text (raw frequen-
cies)

nominalizations of 0.16670. Similarly, RAs show the following summary val-
ues: minimum relative frequency of nominalizations of 0.01155, 1st quartile
of 0.03192, median of 0.03830, mean of 0.04052, 3rd quartile of 0.04877, and
a maximum relative frequency of occurrence of nominalizations of 0.07685.
The next step is the statistical evaluation of the data. An indication that
the nominalization data are not normally distributed is that the values for
median and mean are not identical. The Shapiro-Wilk test for normality
testing is thus applied. According to a Shapiro-Wilk test, the distribution
of the values for normality in abstracts deviate significantly from normality:
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Figure 5.17: Nominalizations across disciplines in the ABSTRA corpus

W = 0.9553, p-value = 0.002768. This is however not the case of RAs. The
nominalizations’ values are normally distributed in RAs since W = 0.9865,
p-value = 0.4527.

Since the pre-requisite for normality in using a t-test was not met in
the abstracts sub-corpus, a Wilcoxon rank-sum test must be applied any-
way to test for significance. Because Hj is formulated as abstracts having
significantly higher frequency of occurrence of nominalizations than their
RAs, the one-tailed Wilcoxon rank-sum test in this direction is applied,
i.e., in R with the parameter alternative = "greater". The calculated
value is W = 5328, p-value,,e_taiored = 0.007384. This means that there
is a 99.26% of probability that this difference is not due to chance. Fur-
thermore, Hy,c_taitea can be rejected because the p-value is higher than
0.05. Hence, abstracts show significantly higher frequency of occurrence of
nominalizations in comparison to their RAs.
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Suffix Abstracts Research articles
F % F %
-sion 51 6.40 941 5.71
-sions 8 1.00 327 1.99
-tion 435 54.58 8544 51.87
-tions 89 11.17 2127 12.91
-ment 49 6.15 1269 7.70
-ments 28 3.51 544 3.30
-ness 13 1.63 245 1.49
-nesses 1 0.13 6 0.04
-ity 114 14.30 2295 13.93
-ities 9 1.13 173 1.05

Fisher’s Exact Test for Count Data with simulated p-value
(based on 5e+05 replicates), p-value = 0.1663

Table 5.20: Frequency of occurrence of nominalization suffixes in the AB-
STRA corpus

Again, the same procedure was followed for the analysis of nominal-
izations across disciplines. Figure 5.17 shows the boxplot with notches
generated from the values in Table 5.19 for abstracts and RAs in each
discipline, i.e., computer science (A), linguistics (C1), biology (C2), and
mechanical engineering (C3). According to Figure 5.17, there is variation
in the number of nominalizations between abstracts and RAs across all four
disciplines. Abstracts from mechanical engineering present the highest rel-
ative frequency of nominalizations, while RAs from computer science show
the lowest values.

When considering only abstracts and only RAs, it can be noticed that
there is domain specific variation in the relative frequency of nominaliza-
tions since the boxes are vertically differently positioned. As for all shallow
features, each pair of abstracts-RAs was tested for normality and signifi-
cance. Again, most of the data is not normally distributed, which requires
the use of a Wilcoxon rank-sum test for significance. The results from the
Wilcoxon rank-sum test indicate that the relative frequency of normaliza-
tions for abstracts is significantly higher in comparison to their RAs only for
the disciplines of linguistics (W = 145, p-value,,e_taieq = 0.01551) and me-
chanical engineering (W = 562, p-value = 0.01378). For computer science
and biology the results are not statistically significant since the obtained
values for the Wilcoxon rank-sum test are W = 413, p-value,nec—taited =
0.2047 and W = 318, p-value,ne_taited = 0.2715, respectively.
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5.1. Deductive empirical analysis

Table 5.20 shows the distribution of nominalizations according to the
individual suffixes, as raw frequencies and as percentage, in abstracts and
RAs. Interestingly, the calculation of the Fisher-test in this case caused an
overload in R, which was not able to complete this test. In such cases, it
is recommended to adopt the chi-square test, unless it returns a warning
concerning the no accuracy of the results. Since this is the case for this data,
the next possible test for testing whether the differences in the distributions
in Table 5.20 are significant is to perform a Fisher-test with simulated p-
value and set a high number of replicates, in this case 5e+05, until the test
is ended. This test thus returned a p-value = 0.1663, meaning that there is
no statistically significant difference between these values since p-value >
0.05.

Therefore, it can be concluded that although the frequency of occurrence
of nominalizations is statistically significantly higher in abstracts than in
RAs, the forms of nominalizations chosen, i.e., the suffixes, and their pro-
portions in abstracts are similar to those in RAs.

5.1.3.4 Grammatical complexity

Halliday & Martin (1993) argue that language is generally able to contin-
uously adopt either a dynamic or a synoptic perspective. The dynamic
perspective, also called the doric style, is characterized by a dynamic flow
of happenings and processes. In contrast, the synoptic perspective, also
called the attic style, represents language as a “world of things”. The fol-

lowing sentences exemplify the doric and attic styles, respectively (Halliday
& Martin 1993: 116):

e Attic
e.g., experimental emphasis becomes concentrated in testing the gen-
eralizations and consequences derived from the theories

e Doric
e.g., we now start experimenting mainly in order to test whether things
happen reqularly as we would expect if we were explaining in the right
way

The attic style, which is very nominal and dense, developed much later in
language, particularly through the development of scientific knowledge and
the rise of scientific discourse.
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[T]he emergence of the new attic forms of expression added a new
dimension to human experience: where previously there had been
one mode of interpretation, the dynamic, now there were two, the
synoptic and the dynamic — or rather, two poles, with varying degrees
of semantic space possible between them.

(Halliday & Martin 1993: 116)

Since abstracts are supposed to summarize and synthesize the knowledge
of RAs, it is likely that abstracts make use of a more attic style than RAs.
As already mentioned, the attic style is more nominalized than the doric one.
In order to investigate the structural differences leading to an attic style, the
frequency of occurrences of phrases reflecting a more nominalized style are
quantitatively investigated in the parsed ABSTRA corpus (cf. Section 4.2).
Some of the features reflecting grammatical complexity and/or nominalized
style are, among others, the number of nominal phrases (NP), prepositional
phrases (PP), prepositional phrases which are embedded in nominal phrases
(PP in NP), and finally, verbal phrases (VP). It is possible to query the
frequency of occurrence of such phrases in the parsed ABSTRA corpus
using eXist and XQuery (cf. Section 4.2; p. 57 and 59). Examples of such
queries are:

e Number of NPs
count (//Constituent [@cat="NP"])

e Number of PPs
count (//Constituent [@cat="PP"])

e Number of VPs
count (//Constituent [@cat="VP"])

e Number of PPs embedded in NPs
count (//Constituent [@cat="PP" and ./parent::Constituent[@cat="NP"]])

e Number of sentences
count (//Constituent [@cat="S"])

It is not the aim of this section to thoroughly investigate the style char-
acteristics of the texts under study. The queries presented above are just
approximations that allow the researcher to gain insights into the attic and
doric features of the ABSTRA corpus. Following this approach, the null
hypothesis to be tested, Hy, and its counterpart, the alternative hypothesis
H;, can be formulated as follows:
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Phrase Abstracts Research articles
F /S F /S
NP 1930 3.7622 56433 3.4450
PP 626 1.2203 17583 1.0734
PP in NP 317 0.6179 8027 0.4900
VP 791 1.5419 24557 1.4991

/S = per sentence
3 sentences 513 16381

Fisher’s Exact Test for Count Data, p-value = 0.02015

Table 5.21: Frequency of occurrence of phrases in the ABSTRA corpus

H;: Abstracts show significantly higher frequency of occurrence of NPs,
PPs, PPs embedded in NPs, and VPs per sentence in comparison to their
RAs.

Hy: Abstracts do not show significantly higher frequency of occurrence
of NPs, PPs, PPs embedded in NPs, and VPs per sentence in comparison
to their RAs.

Table 5.21 displays the results of the queries for abstracts and RAs in
the ABSTRA corpus. The data is shown as raw frequency of occurrence (F)
and its corresponding number per sentence, i.e., F / ¥ sentences, so that
the data are comparable. All selected phrases occur more frequently in
abstracts than in RAs. In the corpus of abstracts, sentences have 3.76 nom-
inal phrases on average, while RAs have 3.44 NPs/sentence. Prepositional
phrases occur 1.22 times per sentence in abstracts and 1.073 in RAs. Prepo-
sitional phrases embedded in nominal phrases, which reflect the existence
of large nominal groups and therefore compactness of information, occur
0.62 times per sentence in abstracts and 0.49 times per sentence in RAs.
Finally, abstracts use in average 1.5 verbal phrases per sentence and RAs
use in average 1.50 verbal phrases per sentence. In order to test whether
these differences are statistically significant or not, the Fisher’s exact test
on the raw data was performed resulting in a p-value of 0.02015. Since this
p-value is less than 0.05, Hy can be rejected. Hence, the data indicate that
abstracts show significantly higher frequency of occurrence of NPs, PPs,
PPs embedded in NPs, and VPs, in comparison to their RAs. Thus, ac-
cording to the data obtained from the ABSTRA corpus, abstracts show a
more attic style than their RAs. The same procedure was performed for
each of the disciplines: computer science, linguistics, biology, and mechan-
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ical engineering.

The results of the frequency of occurrence of NPs, PPs, PPs in NPs, and
VPs are shown in Table 5.22. The significance of the results for abstracts
and for RAs is tested with a chi-square test because the number of data is
too large for the Fisher’s exact test. Both results are significant. Therefore,
there is a significant difference between abstracts of the disciplines computer
science, linguistics, biology, and mechanical engineering.

The same is valid for RAs; there is a significant difference in RAs across
disciplines. Abstracts of mechanical engineering use the highest number
of NPs/sentence, i.e., 4.24, while abstracts from linguistics only use 3.31
NPs/sentence. Prepositional phrases are more frequent in abstracts of me-
chanical engineering (1.62 PP /sentence) and less frequent in computer sci-
ence (0.86 PP /sentence). Similarly, abstracts from mechanical engineering
present the highest frequency of prepositional phrases embedded in nomi-
nal phrases, i.e., 0.86 PPinNP /sentence) and, again, computer science uses
such construction the less, i.e., 0.45 PPinNP /sentence. The number of verb
phrases is almost equally distributed across abstracts of these three disci-
plines. Thus, it can be said that abstracts of mechanical engineering show
the most attic style in comparison to the abstracts of the other disciplines.
Contrastively, it seems that abstracts of computer science use the less at-
tic style of all the studied disciplines, probably as a consequence of a very
formal discipline and consequently domain specific discourse.

The data for RAs across disciplines corroborates the argument that com-
puter science is the less attic discipline. Meanwhile, RAs from mechanical
engineering, followed by biology, show a higher frequency of the chosen
phrases per sentence.
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5.1. Deductive empirical analysis

Feature Abstracts Research
articles

Sentence length +

Type/token ratio +

Lexical words (focus on nouns) +

Lexical density -)

Most frequent lexical items (+; qualitative)

Keywords (+; qualitative)

Modals +
Passives +

Nominalizations +

Grammatical complexity +

+ = statistically significant difference
(-) = not significant; statistical test at the border of significance
(+; qualitative) = difference; qualitative analysis

Table 5.23: Summary of the deductive empirical analysis across text type

5.1.4 Summary of the deductive empirical analysis

The results of the quantitative empirical analysis of the ten chosen features
comprising shallow, lexical, and grammatical features, can be summarized
as displayed in Tables 5.23, across text types, and 5.24, across disciplines.
All features were statistically tested for significance, with the exception of
two features. The most frequent lexical items and keywords, which although
analyzed quantitatively, were not suitable for a statistical test (cf. Sections
5.1.2.2 and 5.1.2.3 for detailed discussion).

According to Table 5.23, abstracts show higher frequencies of all features
in comparison to their RAs apart from modals. RAs use modals significantly
more frequently than abstracts. Furthermore, all results are statistically
significant apart from lexical density. The results for lexical density are
formally not significant since the p-value is higher than 0.05 (p-value =
0.0601, cf. Section 5.1.2.1). However, this result shows that there is a strong
tendency that abstracts have a higher lexical density than their RAs. This
is due to the fact that the p-value still indicates a 93.99% of probability
that the difference of the values for lexical density between abstracts and
RAs is not due to chance.

Three conclusions can be drawn from these results. The first conclusion
is that abstracts are very distinctive types of texts in comparison to their
research articles. The results up to this point indicate that abstracts show
significantly higher frequencies of occurrences of features that are very typ-
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Feature Variation
across disciplines

Sentence length +
Type/token ratio +
Lexical words +
Lexical density +
Most frequent lexical items (+; qualitative)
Keywords (+; qualitative)
Modals +
Passives +
Nominalizations +
Grammatical complexity +

+ = statistically significant difference
(+; qualitative) = difference; qualitative analysis

Table 5.24: Summary of the deductive empirical analysis across disciplines

ical indicators of expository texts. In contrast, the lower frequency of these
same features in RA can be interpreted as indicative of properties typical of
argumentative texts (Biber 1988). Thus, according to the results, abstracts
are likely to be expository texts and RAs argumentative texts.

The second conclusion is that these results can be linked to statistically
significant differences in field, tenor and mode of discourse of abstracts and
RAs. Asshown in Table 4.3 (p. 67), lexical words, modals, nominalizations,
passives, and type/token ratio are linguistic features, which are indicative of
the sub-category goal orientation of the parameter of the context of situa-
tion, field of discourse. Since all these indicators showed statistically signifi-
cant differences between abstracts and RAs, it can be interpreted that there
is a significant difference in the configuration of the goal orientation between
these two text types. The same is valid for the sub-categories of parameter
tenor of discourse, social role relationship and social distance, which indica-
tors are modals, nominalizations, sentence length, lexical words, type/token
ratio, and grammatical complexity, that showed statistically significant dif-
ferences between abstracts and RAs. However, for the last parameter of
context of situation, mode of discourse and its two sub-categories, language
role and medium, there is not such a clear distinction between abstracts
and RAs as the two former parameters. The main reason for that are the
significance results for the indicator lexical density, which are not signifi-
cant, yet almost at the border of significancy. Hence, it can be concluded
that there are not only statistically significant differences between abstracts
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5.1. Deductive empirical analysis

and RAs, but also that there are main differences in the configurations of
the goal orientation, as a sub-category of the field of discourse, and of the
tenor of discourse.

The third conclusion drawn from the results of the quantitative empirical
analysis so far is that there is definitively a difference across domains within
abstracts and within RAs. Generally, biology and mechanical engineering
tend to present similar results, while computer science and linguistics tend
to differ from the others disciplines quite clearly. These results are indicative
of statistically significant differences in the configuration of the parameter
of context of situation experiential domain, a sub-category of the field of
discourse. Variation in the experiential domain is normally associated with
register variation (Halliday & Martin 1993), so that it can be said that these
four disciplines constitute different registers.

Moreover, both abstracts and RAs are full texts, in the sense that
each of them is a complete text, and that they are independent from each
other. They make sense by themselves thoroughly and each of them could
potentially stand alone. As discussed in Section 4.4, the definition of goal
oritentation is very similar to the definition of genre according to Martin
(1992a). For this reason, it is plausible to infer that differences in the
parameter of goal orientation most likely reflect genre variation (p. 64).
Since the quantitative results indicate that abstracts are significantly more
expository and that RAs are significantly more argumentative texts, it is
plausible to presume that these two text types are, as a matter of fact, two
different genres variations (cf. Chapter 6).

In order to verify these interpretations of the results, an inductive em-
pirical analysis, also called bottom-up analysis, is performed with the same
data. The two approaches used in this research, hierarchical agglomerative
cluster analysis and principal component analysis, are theory independent
approaches for analyzing quantitative data requiring no formulation of hy-
potheses prior to the quantitative analysis. The next section, Section 5.2,
discusses these two approaches and presents their results.
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5.2 Inductive empirical analysis

Inductive analysis does not require the formulation of hypotheses prior to
the quantitative experiment itself. On the contrary, the obtained data are
the basis for inferences taken about a given topic. Such analysis allows
an investigation of whether the features chosen for analysis are suitable for
distinguishing and grouping several samples, in this case, texts. Moreover,
the data provided by such an analysis can be used to support the evaluation
of how well the chosen features are related to the indicators (cf. Section
4.4).

The inductive approaches applied here, i.e., the hierarchical agglomer-
ative cluster analysis (cf. Section 5.2.1) and for the principal component
analysis (cf. Section 5.2.2) are unsupervised ones, “in the sense that we do
not prescribe what groupings should be there” (Baayen 2008: 118). This
analysis is carried out completely in R. The data used for the inductive
analysis is shown in Table A.3 in Appendix A.5 (p. 207). Table A.3 is
equal to the matrix loaded in R for both approaches used in the hierarchi-
cal agglomerative cluster analysis and in the principal component analysis.
The script used in R is described in Appendix A.6 (p. 214) . The features
taken into consideration in the inductive analysis are:

e anonymized unique name for each single text (row names)

e type
(abstracts, RAs)

e domain
(A: computer science, Cl: linguistics, C2: biology, C3: mechanical
engineering)

e tokens

e prepositions

e adjectives

e modals

e nouns

e personal pronouns
e possessive pronouns
e adverbs

e present tense

(VB + VBP + VBZ + VHP + VHZ + VVP + VVZ)
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past participle
(VVN; feature related to passive occurrence; see below)

past tense
(VBD + VHD + VVD)

nominalizations

sentence length

lexical density

The features considered in the inductive empirical analysis differ from
those chosen for the deductive analysis. The inductive empirical methods
used here allow the automatic processing and evaluation of several features
at once. Thus, it is now possible to investigate more features than those
used in the deductive approach. On the other hand, they require many
features, each of them being quantified per sample, i.e., per text, to be
analyzed simultaneously, so that their processing algorithm can function
properly (Baayen 2008; Crawley 2007). Some of the features chosen here
are the same used in the deductive analysis: adjectives, nouns, adverbs,
modals, nominalizations, sentence length, and lexical density. Moreover,
the total number of tokens per text used here was also indirectly used in
the deductive analysis for normalization purposes of the results so that they
could be compared. Since the information concerning passives is not avail-
able for each single text (cf. Section 5.1.3.2), the values of frequency of
occurrence of past participle forms is adopted here. Although not every
single occurrence of a past particle implies a passive, each passive occur-
rence implies obligatorily the existence of a passive verb form, i.e., a past
participle. For this reason, it is considered a valid approximation to use the
frequency of occurrence of past participles as a correlation to the use of pas-
sive voice in the texts under study. In addition to the features considered
in the deductive analysis, prepositions, personal and possessive pronouns,
present and past tense are taken into consideration here. The use of prepo-
sitions is related to the size of nominal and verbal groups being therefore
related to grammatical complexity. Finally, as discussed in Section 4.4, verb
tenses — present and past tense — are a relevant criteria for characterizing
register variation. The values for all features per text used in the inductive
analysis can be found in Table A.3. The values in each row of this table
are either the raw value of frequency of occurrence of a given feature or
a sum of several parts-of-speech indicating a given feature, as for example
in the case of present and past tense, or the result of a formula, such as
lexical density. As already mentioned in Section 5.1.1.2, there is a text
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is the abstract corpus, abstract.C2.5 (and therefore also its correspondent
RA, RA.C2.5) which is not considered at all for being misbuilt.

5.2.1 Hierarchical agglomerative cluster analysis

Hierarchical agglomerative cluster analysis is an inductive approach com-
prising several techniques for clustering data (Baayen 2008; Crawley 2007).
It aims to group samples based on their similarity / dissimilarity in a space
of m-dimensions, where each variable (column) defines a dimension. Sim-
ilarity is defined “on the basis of the distance between two samples in the
m-dimensional space” (Crawley 2007: 742). The default is to calculate the
Euclidean distances, i.e., usual square distance between the two vectors,
from sample to sample. As described in Appendix A.6, the distance matrix
is generated from the scaled and centered initial data matrix. The cluster
function in R initially assigns each sample a single cluster. Then, it pro-
ceeds iteratively grouping similar clusters together, until there is just one
single cluster. The resulting plot is called a dendrogram. The resulting
dendrogram for the text samples of the ABSTRA corpus is displayed in
Figure 5.18. Every single text is plotted as its own cluster at the bottom
of the dendrogram in Figure 5.18. Starting from every text, a vertical line
is drawn upwards reflecting the degree of similarity of the texts based on
its height. The vertical lines are then grouped together by horizontal lines.
The longer the vertical lines, the more distinct the clusters are.

According to Figure 5.18, it can be noticed that two text samples, ab-
stract.A.2 (second abstract in computer science) and abstract.C3.5 (fifth
abstract in mechanical engineering), are very distinct from all other texts in
the ABSTRA corpus since they were clustered separately from all other text
samples. This observation can be interpreted as an indication that these
two texts samples are outliers in comparison to the whole ABSTRA corpus.
More importantly, it can be observed that the other texts are grouped into
two main groups: abstracts at the left side and RAs at the right side of
the dendrogram. There are only very few mismatches in these two groups.
For instance, within the left group — the group of abstracts — there are only
5 RA.C2 (RAs from biology), 3 RA.C3 (RAs from mechanical engineer-
ing), and only RA.C1 (RA from linguistics) are clustered together with the
abstracts, meaning that they are somehow similar to abstracts. Similarly,
within the right group — the group of RAs — there are 1 abstract.C3 (ab-
stract from mechanical engineering), 1 abstract. C2 (abstract from biology),
2 abstract.C1 (abstract from linguistics), and 2 abstract. A (abstracts from
computer science) were misclustered. Furthermore, it can be observed that
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the disciplines tend to be grouped together both within the abstracts group
as well as in the RAs group. This observation is a good indication of domain
specific similarities and differences that were identified in the texts in the
ABSTRA corpus.

Another way of looking at data as a whole is to plot the distribution of
data by every variable against every other. Such plots are called pairs plots
(Crawley 2007: 740) and they are a good indicative for data grouping and /or
separation. Figures 5.19 and 5.20 show the pairs plots for data used for all
inductive empirical analyses, i.e., data from the Table A.3 in Appendix A.5
(p. 207), according to text type (Figure 5.197) and domain (Figure 5.20%).
Both Figures support the former interpretation of the cluster dendrogram
(Figure 5.18) showing a grouping of data, both according to text type and
domain.

In order to gain more insight into the different groups resulting from
the clustering approach, classification trees were generated. Classification
trees are good devices for quantitatively discriminating samples according to
certain classes. Classification trees are generated through a process called
recursive partitioning, by which its algorithm inspects the data dividing
them into a series of subsets that do not overlap recursively. A detailed de-
scription of recursive partitioning can be found in Baayen (2008: 148-154)
and Crawley (2007: 695-700). Here, the texts from the ABSTRA corpus
were classified according to text type, i.e., abstract or RA, and then ac-
cording to discipline. Classification trees are fully automatically generated
by R, i.e. without any interference from the researcher, based on the same
data used for clustering (cf. detailed script in Appendix A.6). The result-
ing classification trees for the ABSTRA corpus are shown in Figures 5.21,
according to text type, and 5.22, according to domain.

Figure 5.21 reflects a decision procedure for determining the classifica-
tion of the texts as abstracts or RA. In this tree, each node is labeled with a
rule. The positive answer to the rule is the left branch of the tree. Thus, it
can be seen that for the first distinguishing criterium between the samples,
i.e., modals, 58 abstracts out of initially 93 are grouped on the first left
branch and no RA out of the initial 94 is in this group, i.e., 58/0. This
means that the frequency of occurrence of modals is a strong discriminator
between abstracts and RAs. The next distinctive feature is possessive pro-
noun, by which initially there are 35 abstracts to be classified and 94 RAs

47Black = abstracts, red = research articles
48Black = computer science, red = linguistics, green = biology, blue = mechanical
engineering
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Figure 5.19: Pairs plot of all features analyzed in the texts of the ABSTRA
corpus against each other according to text type
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Figure 5.20: Pairs plot of all features analyzed in the texts of the ABSTRA
corpus against each other according to domain
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(35/94). According to Figure 5.21, there are 26 out of the 35 abstracts that
are grouped with this criterium. However, 4 out of the 94 RAs are also clas-
sified into this group. It should be noticed though, that it is very unusual
that all texts would be grouped ideally separated from each other. Fur-
thermore, only with these two criteria, 84 out of 93 abstracts are already
distinguished from RAs, i.e., 90.32% of all abstracts. The classification
process goes on and the remaining 9 abstracts and 90 RAs are classified ac-
cording to the feature past tense. The left branch of this last node contains
5 abstracts and 2 RAs and the right branch contains 88 RAs (93.62%) and
only 4 abstracts. Therefore, the features automatically chosen by the clas-
sification tree feature in R — modals, possessive pronouns, and past tense —
are very adequate for distinguishing between abstracts and RAs. In other
words, abstracts and RAs are very distinctive text types. Moreover, accord-
ing to the classification tree in Figure 5.21, the features modals, possessive
pronouns, and past tense are the most distinctive ones for discriminating
between these two different text types: abstracts and RAs.

The same rationale can be applied to the second classification tree in
Figure 5.22, which resulted from the classification of the texts in the AB-
STRA corpus according to domain. According to Figure 5.22, there are
initially 54/58/47/58 texts; abstracts and RAs, i.e., 54 texts from domain
A (computer science); 28 texts from domain C1 (linguistics); 47 texts from
the domain C2 (biology); and 58 texts from domain C3 (mechanical engi-
neering). The first node of the tree classifies the texts based on the feature
personal pronouns. The left branch of this tree groups 42/21/10/7 texts,
ie., 77.77% of the texts from computer science, 75.00% of the texts from
linguistics, 21.28% of the texts from biology, and 12.07% of the texts from
mechanical engineering. This already indicates that texts from computer
science and linguistics are very distinct from texts from biology and me-
chanical engineering. Besides, computer science and linguistics are also
very distinct since A is on the left branch and C1 is on the right branch of
this first node of the tree. Furthermore, on this left branch of this first node,
the remaining texts are additionally classified according to nouns. Here, the
few misclassified texts are again separated into two distinct groups: C1 (lin-
guistics; 2/10/1/2) and the very few of other domains, mainly C2 (biology;
3/1/6/4). The right side of the branch of the first node of Figure 5.22 can be
analyzed similarly. The feature nominalization separates two main groups
from the initial 12/7/37/51 texts: 12 texts from computer science (22.22%);
7 texts from linguistics (25.00%); 37 texts from biology (78.72%); and 51
(87.93%) texts from mechanical engineering. The feature nominalization
separates 62.71% of the texts of C2 (29 texts of biology) from 63.79% of the
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Figure 5.21: Classification tree of the ABSTRA corpus according to text
type

texts of C3 (37 texts of mechanical engineering). Within C2 there are some
misclassified texts from A, i.e., computer science. The left branch of this
node shows a distinct separation according to past tense. This feature dis-
tinguishes then the remaining texts from computer science (A) very clearly
from biology (C2). Similarly, the few texts from linguistics (C1) and the
34 texts from C3 (mechanical engineering) are grouped separately accord-
ing to the feature past participle. Thus, there is a clear domain specific
grouping of the texts from the ABSTRA corpus for each single discipline.
Moreover, while computer science and linguistics seem to be more similar
to each other, biology and mechanical engineering show more similarities.
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Figure 5.22: Classification tree of the ABSTRA corpus according to domain

In order to investigate how the features chosen for the inductive anal-
ysis, i.e., the columns of the Table A.3 in Appendix A.5 relate to each
other, the data was clustered with the transposed matrix. The resulting
dendrogram is found in Figure 5.23. This figure shows two very distinctive
clusters. The left one comprises two clusters: one with possessive pronouns,
personal pronouns, and present tense, and the other with modals and ad-
verbs. The other main cluster is also composed of two subclusters. The
first one comprises the features of adjectives, prepositions, past participle
and nominalizations. Finally, the last cluster comprises the features nouns,
lexical density, past tense, and sentence length.
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The striking question about this clustering is to find out why these
features are clustered together and how they relate to each other. When
comparing the results of Figure 5.23 with the results found by the classi-
fication tree, it can be noticed that the left main cluster also includes the
most distinctive features between text types (cf. Figure 5.21). Similarly,
the right cluster of Figure 5.23 comprises the features for major distinc-
tion of the texts in the ABSTRA corpus according to domain (cf. Figure
5.22). The next challenge is to interpret this data and infer how such fea-
ture clustering into two main groups, i.e., features for text type clustering
and features for domain clustering, relate to the original indicators of the
contextual parameters field, tenor and mode of discourse, which are the
theoretical background for characterizing language and language variation
adopted in this research (cf. Section 4.4). In order to investigate this issue,
a last inductive approach is presented in this research: principal component
analysis, which is discussed in details in the next section.

5.2.2 Principal component analysis

Principal component analysis (PCA) is a technique for analyzing multidi-
mensional data. It aims to reduce the number of dimensions of data finding
common dimensions in the set of data variables. PCA allows the researcher
to find patterns in data and to compress data by such a reduction of the
number of dimensions, helping the process of data interpretation. Such re-
duced space dimensions may be interpreted as categories. This is because
these new principal components can be interpreted as clusters themselves.
Similarly, the original values of data which were reduced and projected in
few new dimensions can be seen as a reflection of the membership degree
of the original values in each cluster (Baayen 2008; Crawley 2007). Prin-
cipal component analysis in R is very straightforward (cf. detailed script
in Appendix A.6). The interpretation of the numerical data given by the
principal components is however rather laborious.

The result of the PCA for the data in Table A.3 (p. 213), i.e., the
same data used as input for the hierarchical agglomerative cluster analysis,
is displayed in Figure 5.24. According to these results, the first principal
component (PC1) explains 25.1% of the total variation, the second prin-
cipal component (PC2) explains 14.2% of the variance, the third principal
component (PC3) explains 9.46% of the variance, and so on. The standard
procedure is to consider as many PCs needed to account for 90% of the to-
tal variation (Crawley 2007: 733). However, this would take 9 components
that would represent 9 dimensions. The distribution of the total variance
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across the principal components can be seen in the so called scree plot*’

in PCA, as shown in Figure 5.25. This curve looks like a cliff with slope
below it. According to this figure, it can be seen that PC3 and PC4 ex-
plain almost in equally percentage the total variance and that the slope in
general is not very abrupt from PC3 on. There is a rule of thumb to locate
the cutoff point on how many principal components to consider, which says
that this is the point where a clear discontinuity is seen, form the right to
the left of the Figure 5.25 (cf. Baayen 2008: 121). According to this rule,
the cutoff point would be after PC3. Hence, only PC1, PC2, and PC3 are
to be considered in the further analysis.

The next step in the analysis of these results is an interpretation of the
numerical data concerning PC1, PC2, and PC3 in Figure 5.24. The first
principal component, PC1, has high positive loadings of modals, personal
pronouns, possessive pronouns, adverbs, and present tense. This data match
precisely the left main cluster obtained by the hierarchical agglomerative
cluster analysis (cf. Figure 5.23). PC1 also shows high negative loadings
of nouns, past tense, lexical density, sentence length, and nominalizations.
These negative loadings match with the right main cluster obtained by
the hierarchical agglomerative cluster analysis (cf. Figure 5.23). The fea-
tures of PC1 with positive loadings: modals, personal pronouns, possessive
pronouns, adverbs, and present tense, are very typical for characterizing ar-
gumentative discourse. Meanwhile, its features with negative loadings, i.e.,
nouns, past tense, lexical density, sentence length, and nominalizations, are
typical for expository discourse (cf. Section 4.4; similar to the second di-
mension in the work of Biber (1988), narrative vs. non-narrative concerns).

The second principal component in Figure 5.24, PC2, has lexical density
as the main positively loaded feature, and several highly negative loaded
features such as prepositions, nominalizations, past participle, and adjec-
tives. These features are very similar to the features in Biber’s first di-
mension, involved vs. informational production, where positive loadings of
nouns, prepositions, adjectives, etc., indicate a very informational discourse
and careful integration of information in text (Conrad & Biber 2001: 24).
The data for PC2 matches also Biber’s fifth dimension: abstract vs non-
abstract style, where the high negative loadings can be associated with a
non-abstract style.

The third principal component in Figure 5.24, PC3, has high positive
loadings for the features sentence length, past tense, personal pronouns and

49The name is indeed scree plot and not screen plot. Detailed information about the
scree plot is found in Crawley (2007).
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possessive pronouns and high negative loadings for lexical density, modals,
nouns, and present tense. These data can be associated with Biber’s fourth
dimension, overt expression of persuasion/argumentation, by which nega-
tive loadings of these features would represent not overtly argumentative
texts (Conrad & Biber 2001: 36).

In order to better visualize how features and principal components re-
late to each other, a variables factor map is generated, as shown in Figure
5.26. This plot is however only bi-dimensional; therefore only the first two
principal components are plotted against each other. As presented in Fig-
ure 5.26, there is a clear distinction between two groups of features, which
are identical to the two main clusters found in Figure 5.23. This figure
corroborates the previous interpretation of the numerical data.

However, principal component analysis is really attractive for the in-
sights offered when the dimensions and components are plotted in several
other ways (cf. Crawley 2007). First of all, scatterplot matrices plot the
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Figure 5.26: Variables factor map for the two first principal components of
the PCA

distribution of texts in the multidimensional space created by the principal
components. An example of such an scatterplot matrix is found in Figure
5.27, where the texts of the ABSTRA corpus are classified according to
the three first components. The focus is on the two different text types,
abstracts in black and RAs in red. This figure simulates looking at a cube
from three different sides, from the top, form the front, and from the other
side (Baayen 2008: 122). This figure shows that PC2 offers a very good
distinction between abstracts and RAs. PC2 contains high positive load-
ings for lexical density and highly negative loaded features for prepositions,
nominalizations, past participle, and adjectives. As discussed before, these
can be associated with distinctions between very informational and abstract
discourse and their counterparts. It should be kept in mind, however, that
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each plot is a compression of data from a multidimensional space into fewer
dimensions, always resulting in compression of data. This could be a reason
for apparently overlapping red and black dots.

In an attempt to better visualize how the texts are distinguished accord-
ing to text type, i.e., whether they are abstracts ore RAs, a 3-D scatterplot
for the first three principal components is generated as shown in Figure
5.28. This figure indicates that abstracts and RAs can be clearly distin-
guished from each other since the several dots apparently do not overlap.
Apparently, abstracts are somewhat floating around RAs. In order to check
whether this is true or not, a two dimensional plot using another approach,
the multidimensional scaling (cf. Baayen 2008: 136), is obtained, as shown
in Figure 5.29. The multidimensional scaling approach adopted here creates
a bi-dimensional representation of the n-dimensional data, i.e., all data in
Table A.3, according to their similarities. The resulting plot show clearly
that abstracts — black dots — are almost completely positioned around the
RAs — red dots. Hence, in the three dimensional plot the black dots, i.e.,
abstracts, are indeed mainly orbiting around the red dots, i.e., RAs. There-
fore, it can be inferred that abstracts and RAs are two distinct text types,
due to the very few overlaps between red and black dots both in 2-D and
3-D visualization of data.

Hence, all results from the inductive empirical analysis, i.e., hierarchical
agglomerative cluster analysis, classification trees, and principal component
analysis, so far showed that there is a clear distinction between abstracts
and RAs as different text types.

The same procedure for the interpretation of the principal component
analysis is repeated, but this time concentrating in the differences across
disciplines and how effective the texts of the different domains are grouped
based on such features. The data used is exactly the same set of data used
for the former analysis, i.e., the numeric data from Figure 5.24. The only
parameter that is changed is that R should now plot the texts showing their
domains and not whether they are abstracts or RAs. The following colors
are used for distinguishing between domains: black for computer science,
red for linguistics, green for biology, and blue for mechanical engineering.

The scatterplot matrix for the texts distributed in the multidimensional
space spanned by the three first principal components of the PCA across
domains is shown in Figure 5.30. It can be first observed that generally,
blue & green dots and red & black dots tend to be grouped near each other,
specially in PC1 and PC2. This is already an indication that the discourse
of mechanical engineering is more similar to the discourse of biology, as
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well as more dissimilar to linguistics and computer science which are then
themselves more similar or nearer to each other. This behavior corroborates
the findings of the empirical deductive analysis (cf. Section 5.1) concerning
domain variation of data.

Again, PC1 has the following features with positive loadings of modals,
personal pronouns, possessive pronouns, adverbs, and present tense. PC1
also show high negative loadings of the features: nouns, past tense, lexical
density, sentence length, and nominalizations. As discussed in Section 5.1,
the disciplines of biology and mechanical engineering tend to use more nouns
and nominalizations and to construe longer sentences with high values of
lexical density. Thus, following the interpretation of the principal compo-
nents PC1, PC2, and PC3 adopted previously, it can be said that these two
disciplines — mechanical engineering and biology — show characteristics of a
more informational and not very persuasive discourse in comparison to the
other two disciplines: computer science and linguistics.

In order to investigate how the texts are distributed in a three dimen-
sional space, i.e., how the relate in space to PC1, PC2 and PC3, a 3-D
scatterplot is shown in Figure 5.31. It can be clearly seen that there are few
overlapping; hence the four disciplines are very distinct from each other.
Furthermore, there is almost a very clear (vertical) cut between the two
main groups, green & blue dots and red & black dots. Again, the three
dimensional plot shows a higher similarity between texts from biology and
mechanical engineering in comparison to computer science and linguistics.
Finally, a reduction to a two dimensional plot is performed using the mul-
tidimensional scaling approach in order to better visualize the overlapping
texts in Figure 5.32. Once more, there are very few overlapping, mainly
between red and black dots and some overlapping between blue and green
dots. However, this approach allowed the visualization of a very clear dis-
tinction between the texts according to their domains. Thus, it can be
concluded that texts from different disciplines show distinct linguistic pro-
files, based on the studied features. Hence, these results corroborate the
domain specific register variation expected to be detected in the scientific
discourse of different disciplines (cf. Chapter 2).
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5.2.3 Summary of the inductive empirical analysis

The methods for inductive empirical analysis adopted in this research, hi-
erarchical agglomerative cluster analysis and principal component analy-
sis, provided insight into similarities and dissimilarities of the texts of the
ABSTRA corpus, without prior formulation of hypothesis. The approaches
used here are based only on the quantitative values of the 13 chosen features:
prepositions, adjectives, modals, nouns, personal pronouns, possessive pro-
nouns, adverbs, present tense, past participle, past tense, nominalizations,
sentence length, and lexical density.

The results showed that the texts of the ABSTRA corpus are clearly
grouped according to their text type, i.e., whether they are abstracts or
RAs. There are a few text misclassifications in the hierarchical agglomera-
tive cluster analysis and in the classification trees. Thus, it can be concluded
that abstracts and RAs are distinct text types. This observation corrobo-
rates the findings in the deductive empirical analysis as discussed in Section
5.1. Furthermore, there is a distinction of the texts of the ABSTRA corpus
according to their domains. Similar to the results found in Section 5.1,
the inductive methodology applied in this research showed that generally
biology and mechanical engineering tend to present similar results. Mean-
while, it is quite evident that computer science and linguistics tend to be
separated from the other disciplines: biology and mechanical engineering.

Overall, the obtained data indicate that abstracts are more expository
texts, with a high informational and abstract discourse, based on the pos-
itive and negative loadings for the features investigated. However, RAs
show more properties of argumentative and persuasive texts by which the
author is more involved in the text in comparison to abstracts. Such ob-
servations can be related to the parameters of field, tenor, and mode of
discourse, which were initially proposed as parameters for the investigation
of language variation (cf. Table 4.3). For instance, the domain specific
variation observed in the set of data (cf. Figure 5.31) can be interpreted
as a consequence of variation in the field of discourse, more specifically in
the experiential domain. This is because the experiential domain, as a sub-
parameter of the field of discourse, refers to what is happening, to the topic
and to the nature of the action taking place in the discourse (cf. Section
2.4.2). A typical feature that is an indicator for the experiential domain
is the distribution of nouns, which proved here to be a distinctive feature
among the different disciplines (cf. Table 4.3).

On the other hand, the variation according to text type can also be in-
terpreted as correlating to variation in the field of discourse; however more
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specifically in the goal orientation. As discussed in Section 4.4, typical
features functioning as indicators for variation in the parameter goal orien-
tation are, for instance, lexical words, modals, nominalizations, type/token
ratio, pronouns and passives (substituted here for past particle), (cf. Sec-
tion 5.2; Table 4.3). All these features contributed in the inductive analysis
through their positive and negative loadings to a differentiation between
abstracts and RAs as text types.

Additionally, the data also indicate that there is variation in tenor of
discourse, specially in the sub-parameter of social role relationship in which
the feature modals play a very important role as an indicator for this sub-
parameter (cf. Table 4.3). Finally, there is a minor variation also in the
mode of discourse, especially due to the variation in its indicator lexical

density (cf. Table 4.3).

The next chapter, Chapter 6, will discuss the overall results under a
broader perspective, aiming to get the whole picture of relationship between
abstracts and their research articles. Chapter 6 therefore addresses the
main research questions and hypotheses formulated in Section 4.3 in order
to corroborate or refute them based on the overall results of this research.
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CHAPTER

Conclusions

This last chapter of this thesis presents a summary of the findings (Sec-
tion 6.1), followed by a discussion of the results (Section 6.2) and of the
methodology used (Section 6.3). Finally, Section 6.4 addresses some re-
search aspects for future work.

6.1 Summary

The first chapter of this thesis, Chapter 1, discussed the motivations leading
to the research questions and goals of this study. Primarily, this research
aims to investigate linguistic differences between abstracts and their re-
search articles based on the quantitative distribution of selected linguistic
features at both lexical and grammatical levels, and to explore the relation-
ship between these two text types in a broader linguistic context.

The following chapter, Chapter 2, was dedicated to the state-of-the-art
and presented an overview of the linguistic research on abstracts and re-
search articles including their historical development. It discussed the most
relevant approaches adopted in current linguistic research such as genre
analysis (e.g., Swales 1990, 2004), the area of linguistics where most of the
studies concerning abstracts and research articles are to be placed; regis-
ter analysis, an approach for investigation of linguistic variation, mainly
represented by Douglas Biber’s work (e.g., Biber 1988, 1995); and the theo-
retical underpinnings of this research, Systemic Functional Linguistics (Hal-
liday 1985a, 2004a), a sophisticated linguistic model. Systemic Functional
Linguistics makes possible the analysis of the relations between language
and different social contexts and allows a detailed investigation of discourse
variation based on the analysis of concrete linguistic features. Finally, the
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controversies involving the concepts of genre and register were addressed in
connection with the linguistic model proposed by the theoretical underpin-
nings of this research.

Chapter 3 discussed methodological aspects in current linguistic re-
search, setting the scene for the methodology adopted in this research.
The approach adopted in this research was more quantitative than qualita-
tive. In order to characterize abstracts and research articles linguistically,
linguistic features were identified, quantified and analyzed. For this rea-
son, Chapter 3 comprised a brief overview on empiricism in linguistics and
an analysis of the empirical methodology adopted precisely including an
exploration of its advantages and disadvantages. Moreover, the synergies
and adequacies between corpus linguistics, as a methodology, and Systemic
Functional Linguistics, as theoretical background for linguistic research on
language variation were exploited. The issue of statistical evaluation of
linguistic data was also addressed, since statistics is fundamental in the
process of description, visualization, evaluation and interpretation of quan-
titative results in linguistics, including not only its advantages but also its
limitations.

Chapter 4 described the concrete design of this research. The corpus
under study, ABSTRA, was introduced, followed by the description of its
processing and annotation steps. The hypotheses to be tested in the em-
pirical analysis were then formulated and the question of the choice of the
linguistic features for the empirical analysis was addressed. Finally, the
features chosen for the quantitative analysis were presented together with a
discussion of their relationship as adequate indicators of the parameters for
the linguistic description of language according to the linguistic model used
as theoretical background of this research, Systemic Functional Linguistics.

Chapter 5 presented all the results obtained in this research, which fol-
lowed a twofold empirical analysis plan. First, a deductive empirical analysis
was performed, by which selected features were quantitatively determined
and statistically evaluated for significance and hypotheses testing. The
linguistic features chosen for the deductive empirical analysis were: sen-
tence length, type/token ratio, lexical words (nouns, adjectives, adverbs,
verbs), lexical density, most frequent lexical items, keywords, modals, pas-
sive voice, and grammatical complexity. Abstracts showed statistically sig-
nificant higher frequencies of all these features in comparison to their re-
search articles apart from modals, which results indicated that abstracts
use modals significantly less frequently than RAs, and from lexical density,
which results were slightly below the border of significancy. Thus, abstracts
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and research articles are statistically different from each other.

According to Table 4.3 (cf. p. 67), the linguistic features chosen for the
quantitative analysis are indicative of the parameters of context of situation:
field, tenor and mode of discourse. Therefore, a statistically significant
difference for a given feature between abstracts and research articles implies
differences in the configuration of the parameter of context of situation for
which this given feature is indicative of. For instance, the fact that there is a
statistically significant difference between abstracts and research articles for
the feature nominalization can be interpreted as indicative of differences in
the configuration of the parameters of context of situation field of discourse
(subcategory: goal orientation) and tenor of discourse (subcategory: social
role relationship), as described in Table 4.3. Following this rationale for all
the chosen features, it can be inferred that the results indicated significant
variation between abstracts and research articles in all three parameters of
context of situation, i.e., field, tenor and mode of discourse, since abstracts
showed statistically significant results for all these features in comparison
to their research articles (apart from lexical density).

The results also revealed that abstracts and research articles are very
distinctive types of texts. Abstracts showed significantly higher frequencies
of occurrences of features which are very typical indicators of expository
texts, such as nouns, lexical density, sentence length, and nominalizations.
In contrast, the lower frequency of these same and also other features in re-
search articles, such as modals and adverbs, can be interpreted as indicative
of properties typical of argumentative texts (cf. Section 4.4).

Finally, the data showed a statistically significant difference across do-
mains, i.e., computer science, linguistics, biology and mechanical engineer-
ing, within abstracts and within research articles for the chosen linguistic
features.

In relation to the main hypotheses tested in this research, which were
formulated in Chapter 4, the data obtained from analysis refuted all the
three null hypotheses (Hp). Hence, all three alternative hypotheses were
adopted in this research (cf. Section 3.4.2, p. 44), to wit:

e The quantitative analysis of linguistic features revealed statistically
significant differences between abstracts and their research articles at
both lexical and grammatical levels (H1).

e The quantitative analysis of linguistic features revealed statistically
significant differences across domains for abstracts and research arti-
cles at both lexical and grammatical levels (H2).
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e Abstracts and their research articles showed different configurations

of the parameters of context of situation field, tenor, and mode of
discourse (H3).

The second part of the empirical analysis plan of this research com-
prised an inductive empirical analysis. The purpose of the inductive em-
pirical analysis was to corroborate the results of the deductive empirical
analysis without hypotheses formulation prior to the experiments. The
features chosen for the inductive empirical analysis were: text type (ab-
stracts or RAs), domain, prepositions, adjectives, modals, nouns, personal
pronouns, possessive pronouns, adverbs, present tense, past participle, past
tense, nominalizations, sentence length and lexical density (cf. Section 5.2).
Since the results obtained in such a “theory-free” analysis like the inductive
methods adopted here corroborated the data obtained in the descriptive
analysis, they also confirmed the adequacy of the hypotheses and features
chosen for the deductive empirical analysis.

The methods for inductive empirical analysis adopted in this research,
hierarchical agglomerative cluster analysis and principal component analy-
sis, allowed the surfacing of additional insight into similarities and dissimi-
larities of the texts of the ABSTRA corpus. The hierarchical agglomerative
cluster analysis showed that the texts were grouped into two main clusters,
abstracts and research articles, with just a few mismatches (cf. Figure 5.18,
p. 145). It was also observed that the texts of different disciplines, i.e.,
linguistics, computer science, biology and mechanical engineering, tend to
be grouped per discipline both within the cluster of abstracts as well as in
the cluster of the research articles. This is an indication of domain specific
variation in the ABSTRA corpus.

The principal component analysis indicated that the first principal com-
ponent with high positive loadings of modals, personal pronouns, posses-
sive pronouns, adverbs, and present tense matched precisely one of the main
clusters obtained by the hierarchical agglomerative cluster analysis (cf. Fig-
ure 5.23, p. 151 and Section 5.2.2, p. 153). The features in this cluster
are very typical for characterizing argumentative discourse. This first prin-
cipal component also showed high negative loadings of nouns, past tense,
lexical density, sentence length, and nominalizations which matched with
the other main cluster obtained by the hierarchical agglomerative cluster
analysis (cf. Figure 5.23, p. 151). These features are typical for expository
discourse. The second principal component had lexical density as the main
positively loaded feature, and several highly negative loaded features such as
prepositions, nominalizations, past participle, and adjectives. The positive
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loadings of nouns, prepositions, adjectives, etc., indicated a very informa-
tional discourse and careful integration of information in text. In contrast,
the high negative loadings was associated with a non-abstract style. The
third principal component had high positive loadings for the features sen-
tence length, past tense, personal pronouns and possessive pronouns and
high negative loadings for lexical density, modals, nouns, and present tense
which represent not overtly argumentative texts (Conrad & Biber 2001:
36).

The bi- and tridimensional visualization of the results of the inductive
analysis supported the interpretation that the texts of the ABSTRA corpus
are clearly grouped according to their text type, i.e., whether they are
abstracts or research articles (cf. Figures 5.27, 5.28 and 5.29, p. 159 - 161).
According to the data obtained, it can be concluded that abstracts and RAs
are distinct text types from each other. Furthermore, it was graphically
shown that there is a distinction of the texts of the corpus according to
their domains (cf. Figures 5.30, 5.31 and 5.32, p. 162 - 164).

Overall, the data obtained in the inductive empirical analysis corrobo-
rated the former inference derived from the results of the deductive empirical
analysis that abstracts are more expository texts, with a high informational
and abstract discourse. In contrast, research articles showed more proper-
ties of argumentative and persuasive texts indicating a greater involvement
of the author in the text than in the abstracts.

Therefore, the choice of the linguistic features for the empirical quanti-
tative analysis proved to be adequate in addressing the initially proposed
research questions using the methodology discussed in Chapters 3 and 4.
The aims of this research (cf. p. 4 and 167) were thus achieved by develop-
ing a framework to identify and quantitatively evaluate linguistic differences
between abstracts and their research articles both at the grammatical and
lexical levels.

6.2 Discussion of results

This section addresses the issue of how abstracts and research articles are
related in a broader linguistic context. It aims to answer the question
whether abstracts and research articles are different registers or different
genres (and in which regard), based on the results obtained in this research.

According to the theoretical background of this research, Systemic Func-
tional Linguistics, language and context are “inextricably linked” (Thomp-
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son 2004: 10). Systemic Functional Linguistics defines register as a pattern
of language according to use in context. As discussed in Chapter 2, language
model of Systemic Functional Linguistics is composed of three metafunc-
tions: ideational, interpersonal, and textual. The configurations of these
are determined by the situational context in which language is used. These
three metafunctions are expressed through the three parameters of the con-
text of situation, field, tenor and mode of discourse, respectively. Language
variation thus reflects on a variation in the configurations of field, tenor,
and mode (cf. Figure 2.3, p. 27). Therefore, these parameters are consid-
ered adequate parameters for the study of language variation, i.e., register
variation (cf. e.g., Halliday & Hasan 1989). Chapter 4 addressed the issue
that different configurations of field, tenor, and mode of discourse, are di-
rectly reflected in different realizations of concrete linguistic features — or
indicators — which can be used for quantitative empirical analysis. How-
ever, the relationship between each feature as an indicator of a parameter of
context of situation is not one-to-one, but many-to-many since one feature
can be an indicator of more than one parameter (cf. Section 4.4). As men-
tioned in Section 6.1, statistically significant results for a certain feature
imply significant differences in the configuration of all parameters of con-
text of situation for which this given feature is indicative of. The results for
all linguistic features showed statistically significant differences (apart from
lexical density). These differences were found not only in the comparison
between abstracts and research articles but also in the comparison across
the four different domains within abstracts and within research articles:
linguistics, computer science, biology and mechanical engineering. Further-
more, both inductive and deductive approaches lead to similar results and
interpretations. Since these linguistic features chosen for the analysis here
are acknowledged to be indicators of the parameters of field, tenor, and
mode of discourse, it can be inferred that there are significant differences
in the configurations of theses parameters. Hence, it can be concluded that
there is register variation, i.e., language variation according to use, between
abstracts and research articles.

The first results to be considered are those from the descriptive analysis.
Lexical words, modals, nominalizations, passives, and type/token ratio are
linguistic features, which are indicative of the sub-category goal orientation
of the field of discourse (cf. Table 4.3, p. 67). Since all these indicators
showed statistically significant differences between abstracts and research
articles, it can be concluded that there is a significant difference in the
configuration of the goal orientation between abstracts and research articles.
As mentioned in Section 6.1, the results of the deductive empirical analysis
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showed that abstracts are more expository texts, with a high informational
and abstract discourse. In contrast, research articles showed properties
of argumentative and persuasive texts (cf. p. 153). The domain specific
variation observed in the data is interpreted as a consequence of variation in
the field of discourse, more specifically in the experiential domain. This sub-
parameter of the field of discourse, refers to what is happening, to the topic
and to the nature of the action taking place in the discourse. The indicators
of experiential domain are the features keywords and lexical words, specially
nouns. These features also showed significant differences between abstracts
and research articles, specially across disciplines. For this reason, it can be
concluded that there is significant difference in the experiential domain.

The results also indicated significant differences between abstracts and
research articles in the configurations of the tenor of discourse and its sub-
categories, social role relationship and social distance, indicators of which
are modals, nominalizations, sentence length, lexical words, type/token ra-
tio, and grammatical complexity (cf. Table 4.3, p. 67). A typical feature
characterizing the level of authority, a subcategory of the social role re-
lationship, is the use of modality. The results showed that abstracts use
significantly less modals than research articles. This can be interpreted as
a consequence of authors trying to achieve a more distant, powerful and
persuasive social role in the communication process with the readers in
the research articles. The results concerning the use of nominalizations
and sentence length are an additional indication that there are significant
differences at the level of expertise, another subcategory of social role rela-
tionship, between abstracts and research articles. Finally, as mentioned in
Section 4.4, social distance is concerned with the level of formality in the
communication taking place. This parameter is similar to Biber’s dimen-
sion “involved vs informational production”. The results obtained showed
that abstracts use lexical words significantly more frequently and have sig-
nificantly higher type/token ratio than research articles. This can be inter-
preted as an indication that abstracts tend to be more informational than
research articles.

For the last parameter of context of situation, mode of discourse and
its two sub-categories, language role and medium, there is not such a clear
distinction between abstracts and RAs. The main reason for this is due to
the results for the indicator lexical density, which are not significant, yet
almost at the border of significance. However, there is a minor variation in
the subcategory of the mode of discourse — medium — due to the variation
in its indicator grammatical complexity.
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Hence, it can be affirmed that there is register variation between ab-
stracts and research articles, specially across disciplines, as a consequence
of variation in language use, i.e., variation in the function of language in
the context of situation where communication takes place.

It should be borne in mind, that the expected variation between ab-
stracts and their research articles per se is narrower than the variation
expected between other text types, like for instance, news in comparison
to scientific discourse. This is because abstracts and their research articles
are intrinsically much more similar to each other than to other text types.
According to the continuous axis for discourse variation proposed by Biber
(e.g., 1988, 1995), abstracts and their research articles are to be placed very
close to each other. Still, the differences found in this research showed a
more distinctive variation compared to the initial assumptions.

The last issue to be considered here is whether abstracts and research
articles show genre variation. As discussed in Section 2.5, the genre defi-
nitions adopted in this research followed those proposed by Martin (1992a:
505-507). Martin considers register as patterns of linguistic patterns and
genre as patterns of register patterns. Moreover, in consonance with Mar-
tin, genre is also defined as a “staged, goal-oriented social process realized
through register” (Martin 1992a: 505; emphasis added). Accordingly, it can
be said that genre is concerned with the purpose of discourse, while register
is concerned with the function of discourse.

As discussed in Section 6.1, the results indicated a domain specific vari-
ation of discourse between articles and their research articles. This phe-
nomenon complies with the initial assumptions in this research and with
former studies (cf. Section 2). It can be interpreted as being a reflection
of the different functions of discourse in different disciplinary contexts, i.e.,
different registers.

However, more importantly, the data obtained in this research showed
a clear distinction between the linguistic properties of abstracts and their
research articles, specially those related to the parameter goal orientation,
which is related to the purpose of the discourse in a given context of sit-
uation. As mentioned previously, abstracts showed to be expository texts,
with a high informational and abstract discourse, while their research ar-
ticles showed properties of argumentative texts. Therefore, based on Mar-
tin’s definitions of genre, the statistically significant differences in the goal
orientation of abstracts and research articles can be interpreted as being
related to different purposes of their discourses in the context of situation.
For this reason, it can be affirmed that the data obtained in this research
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contradicted the postulates of Swales (1990); Hyland (2004) and Swales &
Feak (2009), who consider abstracts as a “part-genre” of research articles.
Furthermore, although being physically contained in research articles, the
abstracts under study are all stand-alone complete texts; and this is also an
important criteria for defining genre (cf. Biber & Conrad 2009: 33). Finally,
taking into consideration former studies that exemplarily showed that the
purpose of abstracts goes beyond the mere summarization of the research
article (cf. Section 2, e.g., Hyland 2004: 63-65), it can be said that the
results of this research substantiate the contention that abstracts and their
research articles in the corpus under study are distinct genres, although the
former is physically embedded in the latter.

6.3 Brief assessment of the methodology

Overall, the methodology adopted in this research lead to relevant and
interesting results and allowed the investigation of the proposed research
questions. It proved to be adequate for testing the formulated hypotheses
thereby revealing important linguist characteristics of the objects of study,
abstracts and their research articles. The methodology used here can be
summarized as follows:

e it is in accordance with the theoretical background adopted in this re-
search since it established a clear link between the theoretical frame-
work and the concrete linguistic features chosen for the empirical anal-
ysis;

e it complies with current practices in corpus linguistics;

e it addresses both deductive and inductive approaches of empirical
quantitative analysis which supported and complemented each other
in the process of data interpretation;

e it uses several statistical techniques in order to determine the signifi-
cance of the results and to support their interpretation.

However, the methodology has also its limitations. For instance, due to
the relative small size of the corpus under study, other inductive techniques
could not be applied, e.g., factor analysis, which would have potentially
delivered better and even more reliable results. Moreover, the investigation
of additional disciplines and linguistic features would have enriched the
profiling of the discourse in abstracts and research articles. Since a corpus
represents a given language only partially, studies on larger corpora can
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probably deliver better results in comparison to smaller corpora. However,
independent of the its size, a corpus will never represent the wholeness of
language. For this reason, the data obtained in a corpus analysis primarily
represent the properties of the studied corpus.

Another important issue on the methodology used in this research is
that all statistical techniques are based on probabilities and approxima-
tions. Consequently, statistical results generally only represent likeness and
tendencies, not the absolute trueness of facts. As is the case for all statistical
analyses, the results obtained here allow only statements about probabili-
ties. Still, the methodology applied here is the best suitable methodology to
date. Since the size and composition of the ABSTRA corpus comply with
the requirements in current corpus linguistic methodology (cf. Section 4.1),
the validity and repeatability of the results are assured. The methodologi-
cal issues addressed here should be seen as a motivation for further studies
involving the investigation of linguistic properties of scientific discourse, as
addressed in the next and closing section of this thesis.

6.4 Future work

In this study, a set of lexico-grammatical features was quantitatively an-
alyzed over a synchronic corpus of abstracts and research articles aiming
to gain insight into the linguistic characteristics of these texts supported
by solid theoretical underpinnings and statistical evaluation of the results.
However, this studied did not cover all possible perspectives concerning the
investigation of language variation.

One main issue that was not addressed in this research is the linguistic
evolution of such texts over time. A main further path to be explored would
be the investigation of such lexico-grammatical features over a diachronic
corpus of abstracts and research articles, in order to investigate how the
linguistic characteristics of these texts developed and changed within a span
of time. Furthermore, a comparison between abstracts, research articles and
other scientific discourses, which also imply building a bigger corpus, would
allow a better understanding of social and cultural practices in academia
that are reflected in their discourse.

Although the number of linguistic features studied and the data obtained
provided enough evidence for corroborating the hypothesis that abstracts
and research articles are linguistically quite different from each other, the
inclusion of more features in a future research would lead to a wider profile
of the linguistic characteristics of these genres. By enlarging the number of
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features used in a similar quantitative analysis, other statistical techniques
for evaluation of the results become usable, which in turn would allow a bet-
ter data interpretation. Furthermore, the examination of the relationship
between such additional features as indicators of the configuration param-
eters within a complex language model, like the one adopted here, would
contribute for more detailed theoretical mapping of language variation.

Finally, this research can be seen as a further small gravel in the long
pathway of linguistic investigation of scientific discourse. Not only linguists
interested in studies on language variation can profit from the approach
and methodology employed and the results obtained here. A study of the
linguistic properties of scientific discourse like this one can contribute to
the area of English for Special Purposes, having pedagogical applications
in teaching of contemporary academic and research English inasmuch as
understanding a certain discipline and practices of its community involves
understanding their literacy.
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Appendices

A.1 Example of multi-layer annotation

This is the result of the multi-layer annotation in XML generated by Anno-
Lab after tokenization, part-of-speech tagging, lemmatization, and syntactic

parsing of the sentence: This is an example.

<?7xml version="1.0" encoding="UTF-8"7>

<gam:root xmlns:gam="http://www.linglit.tu-darmstadt.de/PACE/GAM">

<gam:headers>

<gam:header gam:
<gam:header gam:
<gam:header gam:
<gam:header gam:

id=
id=
id=
id=

"3451"
"3501"
"3503"
n3502"

gam:
gam:
gam:
gam:

name="example-annolab"/>
name="Parse"/>
name="Sentence"/>
name="Token"/>

</gam:headers>
<gam:annotations>

<gam:layer gam:id="3501" gam:name="Parse">

<ROOT>
<Constituent cat="ROOT">
<Constituent cat="S">
<Constituent cat="NP">
<Constituent cat="DT">
<Token posTag="DT">
<gam:a gam:id="11"/>
</Token>
</Constituent>
</Constituent>
<Constituent cat="VP">
<Constituent cat="VBZ">
<Token posTag="VBZ">
<gam:a gam:id="12"/>
</Token>
</Constituent>
<Constituent cat="NP">
<Constituent cat="DT">
<Token posTag="DT">
<gam:a gam:id="13"/>
</Token>
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</Constituent>
<Constituent cat="NN">
<Token posTag="NN">
<gam:a gam:id="14"/>
</Token>
</Constituent>
</Constituent>
</Constituent>
<Constituent cat=".">
<Token posTag=".">
<gam:a gam:id="15"/>
</Token>
</Constituent>
</Constituent>
</Constituent>
</ROOT>
</gam:layer>
<gam:layer gam:id="3503" gam:name="Sentence">
<segments>
<segment>
<gam:a gam:id="0"/>
</segment>
</segments>
</gam:layer>
<gam:layer gam:id="3502" gam:name="Token">
<segments>
<segment posTag="DT">
<gam:a gam:id="1"/>
</segment>
<segment>
<gam:a gam:id="2"/>
</segment>
<segment posTag="VBZ">
<gam:a gam:id="3"/>
</segment>
<segment>
<gam:a gam:id="4"/>
</segment>
<segment posTag="DT">
<gam:a gam:id="5"/>
</segment>
<segment>
<gam:a gam:id="6"/>
</segment>
<segment posTag="NN">
<gam:a gam:id="7"/>
</segment>
<segment>
<gam:a gam:id="8"/>
</segment>
<segment posTag=".">
<gam:a gam:id="9"/>
</segment>
<segment>
<gam:a gam:id="10"/>
</segment>
</segments>
</gam:layer>
</gam:annotations>

<gam:layout gam:sig="annolab://default/example-annolab">

<gam:root>

<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="0" gam:e="4">
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<gam:content>This</gam:content>
<gam:ref gam:aid="0"/>
<gam:ref gam:aid="1"/>
<gam:ref gam:aid="2"/>
<gam:ref gam:aid="11"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="4" gam:e="5">
<gam:content> </gam:content>
<gam:ref gam:aid="0"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="5" gam:e="7">
<gam:content>is</gam:content>
<gam:ref gam:aid="0"/>
<gam:ref gam:aid="3"/>
<gam:ref gam:aid="4"/>
<gam:ref gam:aid="12"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="7" gam:e="8">
<gam:content> </gam:content>
<gam:ref gam:aid="0"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="8" gam:e="10">
<gam:content>an</gam:content>
<gam:ref gam:aid="0"/>
<gam:ref gam:aid="5"/>
<gam:ref gam:aid="6"/>
<gam:ref gam:aid="13"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="10" gam:e="11">
<gam:content> </gam:content>
<gam:ref gam:aid="0"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="11" gam:e="18">
<gam:content>example</gam:content>
<gam:ref gam:aid="0"/>
<gam:ref gam:aid="7"/>
<gam:ref gam:aid="8"/>
<gam:ref gam:aid="14"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="18" gam:e="19">
<gam:content>.</gam:content>
<gam:ref gam:aid="0"/>
<gam:ref gam:aid="9"/>
<gam:ref gam:aid="10"/>
<gam:ref gam:aid="15"/>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="19" gam:e="20">
<gam:content>
</gam:content>
</gam:seg>
<gam:seg gam:type="seq" gam:sig="default:3451" gam:s="0" gam:e="20"/>
</gam:root>
</gam:layout>
</gam:root>
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A.2 List of tags with corresponding

part-of-speech

List of tags with corresponding part-of-speech of the Penn Treebank®®

tagset.

Part-of-speech

VBD
VBG
VBN
VBP
VVN
VBZ
WDT
WP
WP$
WRB

Coordinating conjunction
Cardinal number

Determiner

Existential there

Foreign word

Preposition or subordinating conjunction
Adjective

Adjective comparative

Adjective superlative

List item marker

Modal

Noun singular or mass

Noun plural

Proper noun singular

Proper noun plural
Predeterminer

Possessive ending

Personal pronoun

Possessive pronoun

Adverb

Adverb comparative

Adverb superlative

Particle

Symbol

to

Interjection

Verb base form

Verb past tense

Verb gerund or present participle
Verb past participle

Verb, non-3rd person singular present
Verb, past participle

Verb, 3rd person singular present
Wh-determiner

Wh-pronoun

Possessive wh-pronoun
Wh-adverb

S0URL: http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/ (ac-

cessed: 31 July 2010).
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A.3 Distribution of lexical words in the
AbstRA corpus

Table A.1 and Table A.2 show the distribution of lexical words for abstracts
and RAs in each discipline, respectively. The values of the frequency of
occurrence of lexical words is given both as raw frequency and as relative
frequency, i.e., raw frequency divided by the total number of tokens for each
single text.

Adjectives Nouns Personal Adverbs Verbs
Pronouns
F RF F RF | F RF F RF F RF
Computer science
3 0.0857 12 0.3429 | 1 0.0286 0 0.0000 3 0.0857
11 0.1209 17 0.1868 | 3 0.0330 1 0.0110 | 18 0.1978
15 0.0811 47  0.2541 5 0.0270 1 0.0054 | 15 0.0811
23 0.1018 56 0.2478 | 3 0.0133 | 11 0.0487 | 29 0.1283
9 0.0818 33 0.3000 2 0.0182 1 0.0091 17 0.1545
15 0.1042 48 0.3333 | 4 0.0278 0 0.0000 | 17 0.1181
21 0.1567 39 0.2910 | 0 0.0000 3 0.0224 | 17 0.1269
6 0.0472 46  0.3622 | 0 0.0000 4 0.0315 | 21 0.1654
12 0.0952 38 0.3016 | 2 0.0159 2 0.0159 | 16 0.1270
12 0.0833 34 02361 | 4 0.0278 2 0.0139 | 16 0.1111
19 0.0411 | 147 0.3182 | 5 0.0108 7 0.0152 | 37 0.0801
7 0.0729 28  0.2917 2 0.0208 0  0.0000 7 0.0729
9 0.0750 31 0.2583 | 2 0.0167 1 0.0083 9 0.0750
16 0.0800 50 0.2500 | 8 0.0400 5 0.0250 | 34 0.1700
10  0.0935 29 0.2710 | 0O 0.0000 4 0.0374 | 16 0.1495
5 0.0676 25 03378 | 4 0.0541 1 0.0135 9 0.1216
27 0.1579 42 0.2456 | 1  0.0058 7 0.0409 | 38 0.2222
Linguistics
5 0.0227 68  0.3091 5 0.0227 3 0.0136 | 31 0.1409
13 0.0414 | 100 0.3185 | 1 0.0032 7 0.0223 9 0.0287
20 0.0870 57 0.2478 | 7 0.0304 | 11 0.0478 | 34 0.1478
27  0.1184 65 0.2851 | 3 0.0132 5 0.0219 | 30 0.1316
9 0.0448 66 0.3284 | 1  0.0050 5 0.0249 | 19 0.0945
16 0.1081 40 0.2703 | 2 0.0135 4 0.0270 | 22 0.1486
11 0.0866 34 0.2677 | 2 0.0157 5 0.0394 | 11  0.0866
22 0.0712 64  0.2071 5 0.0162 9 0.0291 31 0.1003
8 0.0462 57 03295 | 1  0.0058 6 0.0347 | 18 0.1040
27 0.1000 81 0.3000 | 2 0.0074 | 11 0.0407 | 39 0.1444
22 0.0824 82 0.3071 1 0.0037 7 0.0262 | 25 0.0936
21 0.0913 68 0.2957 | 5 0.0217 7 0.0304 | 29 0.1261
14 0.1000 37 0.2643 | 4 0.0286 4 0.028 | 15 0.1071
22 0.0887 71 02863 | 4 0.0161 6 0.0242 | 34 0.1371
20 0.0873 57  0.2489 3  0.0131 7 0.0306 | 42 0.1834
15 0.1948 17 0.2208 | 1 0.0130 0 0.0000 9 0.1169
8 0.0889 27 0.3000 | O 0.0000 2 0.0222 8 0.0889
28  0.1228 54 0.2368 | 1 0.0044 9 0.0395 | 28 0.1228
13 0.1083 37 03083 | 2 0.0167 3 0.0250 | 16 0.1333
23 0.1237 62 03333 | 3 0.0161 4 0.0215 | 17 0.0914
17 0.0787 49 0.2269 | 6 0.0278 8 0.0370 | 33 0.1528

Table A.1 — Continued on next page
F = raw frequency; RF = relative frequency
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Table A.1 — continued from previous page

Adjectives Nouns Personal Adverbs Verbs
Pronouns
F RF F RF | F RF F RF F RF

27 0.1063 69 02717 | 5 0.0197 | 17 0.0669 | 29 0.1142
20 0.1149 51 0.2931 | 0 0.0000 | 10 0.0575 | 18 0.1034
13 0.1226 25 0.2358 | 2 0.0189 3 0.0283 | 14 0.1321

Biology

10 0.0376 74 02782 | 2 0.0075 5 0.0188 | 24 0.0902
21 0.0843 82 03293 | 3 0.0120 | 11 0.0442 | 22 0.0884
16 0.0812 63 03198 | 4 0.0203 3 0.0152 | 31 0.1574
24 0.1558 42 02727 | 1  0.0065 6 0.0390 | 20 0.1299
31 0.0917 | 116 0.3432 | 1  0.0030 4 0.0118 | 28 0.0828
24 0.0752 92 0.2884 | 2 0.0063 5 0.0157 | 28 0.0878
15 0.1034 39  0.2690 | 3 0.0207 4 0.0276 | 22 0.1517
22 0.1073 65 03171 | 3 0.0146 5 0.0244 | 30 0.1463
20 0.1212 63 0.3818 | 0 0.0000 5 0.0303 | 18 0.1091
17 0.1197 39 02746 | 2 0.0141 3 0.0211 | 22 0.1549
23 0.0895 90 0.3502 | 2 0.0078 6 0.0233 | 27 0.1051
15 0.0781 62 03229 | 3 0.0156 3 0.0156 | 25 0.1302
32 0.1081 98 0.3311 | 1 0.0034 8 0.0270 | 32 0.1081
23 0.0839 93 03394 | 5 0.0182 | 11 0.0401 | 33 0.1204

5 0.0485 28 02718 | 1 0.0097 | 11  0.1068 | 16 0.1553
18 0.1023 65 0.3693 | 0 0.0000 3 0.0170 | 22 0.1250
18  0.1304 52 03768 | 1 0.0072 3 0.0217 | 14 0.1014
26 0.1398 57 0.3065 | 3 0.0161 5 0.0269 | 30 0.1613
11 0.0671 58 0.3537 | 1 0.0061 2 0.0122 | 23 0.1402

9 0.0577 49 0.3141 | 2 0.0128 7 0.0449 | 24 0.1538
43 0.1792 63 0.2625 | 1 0.0042 | 11 0.0458 | 34 0.1417
13 0.0839 59 0.3806 | 2 0.0129 5 0.0323 | 16 0.1032
16 0.0576 95 03417 | 1  0.0036 5 0.0180 | 34 0.1223

Mechanical engineering

8 0.0615 44 0.3385 | 0 0.0000 0 0.0000 | 17 0.1308
24 0.1057 80 0.3524 | 2 0.0088 4 0.0176 | 25 0.1101
12 0.1101 40 0.3670 | 0 0.0000 2 0.0183 | 12 0.1101
15 0.0789 61 03211 | 0 0.0000 6 0.0316 | 18 0.0947

9 0.0441 72 0.3529 | 1 0.0049 5 0.0245 | 27 0.1324
13 0.0807 46 0.2857 | 0  0.0000 4 0.0248 | 26 0.1615

9 0.0545 50 0.3030 | 3 0.0182 4 0.0242 | 24 0.1455
11 0.0853 44 03411 | 2 0.0155 3 0.0233 | 20 0.1550
20 0.1370 44 0.3014 | 0 0.0000 9 0.0616 | 19 0.1301
16 0.0860 65 0.3495 | 0 0.0000 | 10 0.0538 | 22 0.1183
14 0.0645 67 0.3088 | 0 0.0000 2 0.0092 | 23 0.1060
14 0.0791 55 0.3107 | 2 0.0113 5 0.0282 | 28 0.1582

5 0.0500 40 0.4000 | 1 0.0100 2 0.0200 | 14 0.1400

5 0.0431 46  0.3966 | 0 0.0000 1 0.0086 | 16 0.1379

6 0.0909 18  0.2727 | 1 0.0152 1 0.0152 | 12 0.1818

8 0.0620 44 0.3411 | 0 0.0000 3 0.0233 | 19 0.1473
16 0.1103 55 0.3793 | 0 0.0000 2 0.0138 | 19 0.1310
26 0.0939 94 03394 | 0 0.0000 2 0.0072 | 26  0.0939

9 0.0769 35 0.2991 | 0 0.0000 3 0.0256 | 13 0.1111
11 0.0815 51 0.3778 | 0 0.0000 0 0.0000 | 10 0.0741
14 0.0741 62 03280 | 3 0.0159 3 0.0159 | 29 0.1534
21 0.1909 27 0.2455 | 1 0.0091 5 0.0455 | 13 0.1182
12 0.1053 33 0.2895 | 0 0.0000 2 0.0175 6 0.0526
14 0.1261 41 0.3694 | 0 0.0000 2 0.0180 | 14 0.1261

9 0.0909 27 0.2727 | 0 0.0000 0 0.0000 | 19 0.1919

Table A.1 — Continued on next page
F = raw frequency; RF = relative frequency
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Table A.1 — continued from previous page

Adjectives Nouns Personal Adverbs Verbs
Pronouns
F RF F RF | F RF F RF F RF
9 0.0726 43 0.3468 | 2 0.0161 5 0.0403 | 15 0.1210
25  0.1157 69 0.3194 | 1 0.0046 3 0.0139 | 22 0.1019
19 0.1226 42 0.2710 1 0.0065 2 0.0129 | 24 0.1548
16 0.1127 41  0.2887 | 0  0.0000 1 0.0070 | 13 0.0915

Adjectives Nouns Personal Adverbs Verbs
Pronouns
F RF F RF F RF F RF F RF
Computer science
155  0.0654 609  0.2571 33 0.0139 89  0.0376 343 0.1448
371 0.0812 943  0.2063 92 0.0201 | 201 0.0440 675  0.1477
359 0.0657 | 1310 0.2398 | 135 0.0247 | 244  0.0447 707  0.1294
372 0.0639 | 1571 0.2697 | 101 0.0173 | 184 0.0316 732 0.1257
505 0.0816 | 1488 0.2403 | 100 0.0162 | 177 0.0286 756  0.1221
246 0.0659 | 1107  0.2966 79  0.0212 91 0.0244 428  0.1147
343 0.0763 | 1160  0.2582 79 0.0176 | 145 0.0323 576  0.1282
422 0.0701 | 1721  0.2858 82 0.0136 | 202 0.0335 880  0.1462
220  0.0647 794 0.2335 81 0.0238 | 132 0.0388 460  0.1353
238  0.0555 992  0.2315 92 0.0215 | 199 0.0464 520 0.1213
271  0.0515 | 1488  0.2827 77 0.0146 | 149 0.0283 610 0.1159
417 0.0740 | 1368 0.2427 | 118 0.0209 | 184 0.0326 693  0.1229
100  0.0795 330 0.2623 10  0.0079 34 0.0270 179 0.1423
1248 0.0809 | 4075 0.2641 | 374 0.0242 | 541 0.0351 | 1947 0.1262
191  0.0843 551  0.2433 44 0.0194 83  0.0366 290 0.1280
137 0.0597 599  0.2610 48  0.0209 92 0.0401 301 0.1312
341  0.1136 660 0.2199 37 0.0123 | 106 0.0353 374 0.1246
350 0.0655 | 1434 0.2685 | 132 0.0247 | 173  0.0324 682  0.1277
257 0.0564 | 1229 0.2696 | 175 0.0384 | 169 0.0371 726  0.1592
838 0.0945 | 2240 0.2526 | 184 0.0208 | 323 0.0364 | 1140 0.1286
377 0.0784 | 1380 0.2871 83 0.0173 | 159 0.0331 588  0.1223
181  0.0733 662  0.2682 29 0.0118 91  0.0369 312 0.1264
303  0.0650 | 1192  0.2556 37 0.0079 | 125 0.0268 537 0.1151
180  0.0562 723 0.2257 52 0.0162 | 151 0.0471 469  0.1464
205 0.0641 712 0.2226 86 0.0269 | 185 0.0578 504  0.1576
259 0.0558 | 1266  0.2729 | 120 0.0259 | 141  0.0304 589  0.1270
752  0.0646 | 3213 0.2759 | 185 0.0159 | 458 0.0393 | 1477 0.1268
Linguistics

592 0.0749 | 2050  0.2595 81 0.0103 | 269 0.0341 968  0.1225
948  0.0870 | 2973 0.2727 | 171 0.0157 | 422 0.0387 | 1228 0.1127
1239 0.1017 | 2866 0.2353 | 192 0.0158 | 631 0.0518 | 1507 0.1237
984 0.0785 | 3044 0.2430 | 179 0.0143 | 529 0.0422 | 1747 0.1394
1308 0.0846 | 3376 0.2183 | 378 0.0244 | 829 0.0536 | 2059 0.1331
700 0.0990 | 1705 0.2410 | 196 0.0277 | 211  0.0298 909  0.1285
359  0.0722 | 1291  0.2597 63 0.0127 | 199  0.0400 577  0.1160
754 0.0766 | 2537 0.2576 | 155 0.0157 | 365 0.0371 | 1245 0.1264

Table A.2 — Continued on next page
F = raw frequency; RF = relative frequency

Table A.1: Distribution of lexical words for abstracts in the ABSTRA corpus
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Table A.2 — continued from previous page

Adjectives Nouns Personal Adverbs Verbs
Pronouns
F RF F RF F RF F RF F RF
376 0.0624 | 1534  0.2546 75 0.0124 | 192 0.0319 738 0.1225
1028 0.0902 | 3116 0.2734 | 100 0.0088 | 367 0.0322 | 1337 0.1173
669 0.0786 | 1904 0.2237 | 106 0.0125 | 360 0.0423 | 1088 0.1278
1079  0.0919 | 2835 0.2414 | 213 0.0181 | 520 0.0443 | 1249 0.1063
134 0.0866 369 0.2384 16 0.0103 63  0.0407 172 0.1111
477 0.0751 | 1457  0.2294 99 0.0156 | 252 0.0397 933  0.1469
Biology
227 0.0605 | 1099  0.2931 17 0.0045 | 104 0.0277 383  0.1021
251  0.0871 817  0.2836 27 0.0094 | 119 0.0413 302 0.1048
237 0.0522 | 1445 0.3181 32 0.0070 | 121  0.0266 557  0.1226
136 0.0688 653  0.3305 4 0.0020 40 0.0202 194  0.0982
187  0.0696 832  0.3096 31 0.0115 66  0.0246 303 0.1128
306 0.0754 | 1399  0.3448 7 0.0017 67 0.0165 327 0.0806
213 0.0645 920 0.2786 19 0.0058 | 114 0.0345 315  0.0954
286  0.0864 928  0.2804 33 0.0100 | 137 0.0414 353  0.1067
180  0.0653 866  0.3143 8 0.0029 72 0.0261 358  0.1299
162 0.0671 816  0.3382 8 0.0033 68  0.0282 285 0.1181
228  0.0767 | 1000 0.3364 16 0.0054 72 0.0242 320 0.1076
178  0.0697 878  0.3440 11 0.0043 39 0.0153 267  0.1046
252 0.0569 | 1395 0.3148 37 0.0084 | 135 0.0305 591  0.1334
352 0.0826 | 1286 0.3016 17 0.0040 | 105 0.0246 489  0.1147
328 0.0731 | 1304 0.2907 43 0.0096 | 156 0.0348 595  0.1327
252 0.0712 | 1076  0.3039 24 0.0068 | 113 0.0319 433 0.1223
181  0.0739 872  0.3561 10 0.0041 69 0.0282 301  0.1229
210  0.0788 944  0.3542 6 0.0023 54  0.0203 217 0.0814
300 0.0828 | 1117 0.3082 21 0.0058 87 0.0240 404 0.1115
270 0.0701 | 1211 0.3143 16 0.0042 75  0.0195 426  0.1106
256 0.0821 966  0.3097 36 0.0115 | 132 0.0423 356 0.1141
296  0.1251 693  0.2929 19 0.0080 89 0.0376 253 0.1069
167  0.0607 958  0.3484 35 0.0127 77 0.0280 331 0.1204
269  0.0485 | 1667  0.3004 28 0.0050 | 106 0.0191 599  0.1079
Mechanical engineering

202  0.0688 809 0.2755 25  0.0085 48  0.0163 300 0.1022
307 0.0743 | 1306 0.3160 27 0.0065 97  0.0235 439  0.1062
167  0.0675 814  0.3289 5 0.0020 55  0.0222 273 0.1103
221 0.0955 690  0.2983 10 0.0043 52 0.0225 264  0.1141
159  0.0696 783  0.3430 10 0.0044 63 0.0276 234 0.1025
271 0.0771 | 1008 0.2866 12 0.0034 | 104 0.0296 495  0.1407
108  0.0601 504  0.2805 15 0.0083 51  0.0284 241  0.1341
222 0.0636 | 1061  0.3039 25 0.0072 | 108 0.0309 420  0.1203
190 0.0873 642  0.2949 7 0.0032 64 0.0294 283  0.1300
268  0.0777 | 1031 0.2991 9 0.0026 | 122 0.0354 384 0.1114
183  0.0716 764 0.2990 6 0.0023 41  0.0160 343 0.1342
233 0.0923 676  0.2678 16 0.0063 79 0.0313 341  0.1351
197 0.0723 771 0.2830 18  0.0066 65 0.0239 364 0.1336
159  0.0725 547  0.2494 19 0.0087 61 0.0278 254 0.1158
216  0.0850 734 0.2889 16  0.0063 49  0.0193 328 0.1291
285 0.0790 | 1105 0.3063 12 0.0033 | 114 0.0316 401  0.1111
271 0.0820 | 1003 0.3036 16 0.0048 74 0.0224 303  0.0917
178  0.0906 609  0.3099 10 0.0051 32 0.0163 184  0.0936
132 0.0693 479  0.2514 23 0.0121 36 0.0189 212 0.1113
237 0.0793 819  0.2739 19  0.0064 92 0.0308 327 0.1094
165 0.0727 685 0.3016 11 0.0048 59  0.0260 311 0.1369

Table A.2 — Continued on next page
F = raw frequency; RF = relative frequency
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Table A.2 — continued from previous page

Adjectives Nouns Personal Adverbs Verbs
Pronouns

F RF F RF F RF F RF F RF
267 0.1207 488 0.2206 33 0.0149 93  0.0420 265  0.1198
196  0.0790 588  0.2369 43 0.0173 80 0.0322 263  0.1060
122 0.0733 524  0.3149 7 0.0042 32 0.0192 155 0.0931
167  0.0763 616  0.2814 4 0.0018 44 0.0201 254 0.1160
191  0.0604 961  0.3039 23 0.0073 85  0.0269 363 0.1148
251  0.0844 822  0.2765 24 0.0081 80  0.0269 312 0.1049
272 0.0716 | 1161  0.3058 12 0.0032 77 0.0203 499  0.1314
257 0.0682 | 1119  0.2968 23 0.0061 64 0.0170 525  0.1393

Table A.2: Distribution of lexical words for RAs in the ABSTRA corpus
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A.4 Passive voice querying

Based on the work of Gustafsson (2006), the distribution of passive voice
across the several disciplines of the corpus under study in this research was
determined using IMS/CQP for PoS-based querying. The queries are:

e passive-VB-A=[pos="VB"] [1{0,3} [pos="VVN"&(uri=".*/A/.*")];
(e.g., can be solved, to be solved, may be chosen)

e passive-VBZ-A=[pos="VBZ"][1{0,3}[pos="VVN"&(uri=".*/A/.*")]1;
(e.g., is proved, is shown, is given)

e passive-VBP-not-VBG-A=[pos="VBP"]
[! (pos="VBG")]{0,3} [pos="VVN"&(uri=".*/A/.*¥")];
(e.g., are required, are in nature distributed, are further restricted)

e passive-VBD-A=[pos="VBD"] [1{0,3}
[pos="VVN"&(uri=".*/A/.*")];
(e.g., were achieved, was achieved)

e passive-VBN-A=[pos="VBN"] []{0,3}
[pos="VVN"&(uri=".*/A/.*")];
(e.g., has/have been developed)

e passive-VBG-A=[pos="VBG"] [1{0,3}
[pos="VVN"&(uri=".*/A/.x")];
(e.g., are being stopped)

e passive-VHZ-not-VBN-A=[pos="VHZ"] [! (pos="VBN")]{0,3}
[pos="VVN"&(uri=".*/A/.*")];
(e.g., has been shown, has been proposed)

e passive-VHP-not-VBN-A=[pos="VHP"] [! (pos="VBN")]1{0,3}
[pos="VVN"&(uri=".*/A/.*")];

(e.g., systems of demonstratives have in general hitherto been treated as in-
herently spatial, have been proposed, have been develop, have been obtained)

e passive-shall-VB-VBN-A=[word="shall"] []1{0,3}
[pos="VB"] [1{0,3} [pos="VVN"&(uri=".*/A/.*")];
(e.g., that shall be used in future sections)

e passive-will-VB-VBN-A=[word="will"] []{0,3}
[pos="VB"] [1{0,3} [pos="VVN"&(uri=".*/A/.x")]1;

(e.g., this textual unit will be presented together with a number).
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e passive-has-VBN-A=[word="has"] [pos="VBN"] []1{0,3}
[pos="VVN"&(uri=".*/A/.*")];

e passive-have-VBN-A=[word="have"] [pos="VBN"] []1{0,3}
[pos="VVN"&(uri=".*/A/.*")];

e passive-had-VBN-C2=[word="had"] []{0,3} [pos="VBN"] [1{0,3}
[pos="VVN"&(uri=".*/C2/.%¥")]1;

e passive-modals-A=[pos="MD"&! (word="will")] [1{0,3}
[pos="VB"] [1{0,3} [pos="VVN"&(uri=".*/A/.x")];
(e.g., should be solved, may be chosen)

e passive-imperative-A=[(word="1let") | (word="Let")][1{0,3}
[word="be"] [1{0,3} [pos="VVN"&(uri=".*/A/.*")];
(e.g., Let S be the tableau obtained by rooting S)

Where (uri=".*x/A/.*") is as example of the selected discipline, com-
puter science. It is replaced by C1, C2, and C3 for the disciplines of lin-
guistics, biology, and mechanical engineering, respectively.
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A.5 Data for inductive analysis

The complete data used for the inductive analysis is shown in Table A.3.
This table is precisely equal to the matrix loaded in R for the hierarchical
agglomerative cluster analysis and for the principal component analysis.
Each of the rows represents a single text of the ABSTRA corpus. Each
column represent a vector (column variable) which specify the different
features tested in this research. The columns in Table A.3 are numbered
only but not named, due to space constrains for fitting all columns of
this matrix in a single page. The column numbers represent the following
features:

column 1: text

column 2: type

column 3: domain

column 4: tokens

column 5: prepositions

column 6: adjectives

column 7: modals

column 8: nouns

column 9: personal.pronouns

column 10: possessive.pronouns

column 11: adverbs

column 12: present.tense

column 13: past.participle

column 14: past.tense

column 15: nominalizations

column 16: sentence.length

column 17: lexical.density

The values in each row are either directly the raw value of frequency of
occurrence of a given feature or a sum of several parts-of-speech indicating
a given feature, as for example in the case of present and past tense, or the
result of a formula, such as lexical density. The fact that the information
concerning passives is not available for each single text (cf. Section 5.1.3.2)
is partially solved by adopting the values of frequency of occurrence of
participle forms. Although not every single occurrence of a particle implies
a passive, each passive imply obligatorily the existence of a passive verb
form.

The text abstract.C2.5 is deleted before the inductive analysis is con-
ducted in R since this text is misbuilt (cf. Section 5.1.1.2).
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A.6. Script for inductive analysis in R

A.6 Script for inductive analysis in R

This section describes the script used in R for the hierarchical agglomera-
tive cluster analysis and for the principal component analysis. Each of the
commands is explained in a comment-line initiated by the symbol #.

Daten <- read.csv2("mydata.csv")

# data matrix (cf. Table A.3) is loaded in R

Daten.1 <- Daten[-61,]

# text abstract.C2.5 is deleted from the matrix for it being misbuilt
M <- Daten.1[,-(1:4)]

# only the numeric columns are taken in the matrix. New matrix is

called M.
lexical.density <- Daten.1$lexical.density/100

# vector lexical.density is created containing the values of lexi-
cal.densitiy divided per 100, so that the final values in the scaled and cen-
tered matrix are all between 0 and 1

sentence.length <- Daten.l1$sentence.length/100

# vector sentence.length is created containing the values of sen-
tence.length divided per 100, so that the final values in the scaled and
centered matrix are all between 0 and 1

library(MASS,rpart,amap)
# required libraries are loaded
text.sizes <- Daten.1$tokens

# vector containing the total amount of texts per text is created. It is
used later for the normalization of the matrix.

rownames (M) <- Daten.1$text

# each row receives its names from the name of the corresponding
anonymized texts.

M.r <- M / text.sizes
# matrix data is normalized. New matrix is called M.r
M.r$sentence.length <- sentence.length

# the column sentence.length is replaced by the former defined sen-
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A.6. Script for inductive analysis in R

tence.length
M.r$lexical.density <- lexical.density
# the same for lexical.density
# Now M.r is a scaled matrix
write.csv2(as.matrixM.r[,]), file="M-r.csv")
# M.r is exported in a csv file
M.s <- scale(M.r)

# M.s is the scaled matrix M.r. Scale is a function in R whose default
method centers and/or scales the columns of a numeric matrix.

write.csv2(as.matrix(M.s[,]), file="M-s.csv")
# the scaled matrix M.s is exported in a csv file)
distances <- dist(M.s)

# the distance matrix is generated using the function dist in R, which
computes the distances between the rows of a matrix. This is the matrix
used in cluster, PCA and mds.

clusters <- hclust(distances, method="complete")
# hierarchical agglomerative cluster analysis is performed
plot(clusters)

# the cluster is plotted

M.s.t <- t(M.s)

# M.s is inverted for clustering for the features
distances.t <- dist(M.s.t)

# the corresponding distance matrix is generated
clusters.t <- hclust(distances.t, method="complete")
# hierarchical agglomerative cluster analysis is performed
plot(clusters.t)

# the cluster for the features is plotted
rect.hclust(clusters, k=2, border="red")

# two rectangles are plotted separating the main clusters

M.r <- as.matrix(M.r)
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#rpart(), function for classification trees requires data in a matrix, not
data.frame

tree.type <- rpart(Daten.1$type ~ M.s, method="class")
plot(tree.type)
text (tree.type, cex=0.6, use.n=TRUE, all=TRUE)

# these last three command lines generate and plot the classification
tree for text types, i.e., abstracts and RAs

tree.domain <- rpart(Daten.1$domain ~ M.s, method="class")
plot(tree.domain)
text (tree.domain, cex=0.6, use.n=TRUE, all=TRUE)

# these last three command lines generate and plot the classification
tree for domains, i.e., computer science, linguistics, biology, and mechanical
engineering

pairs(M.s, col=as.integer(Daten.1$type), pch=3)
pairs(M.s, col=as.integer(Daten.1$domain), pch=3)

# these last two command lines generate the pair plots for text types
and domains

M.pca <- prcomp(M.s)

# principal component analysis (PCA) is performed

plot(M.pca)

biplot(M.pca)

# PCA is plotted

mds <- isoMDS(distances)$points

plot(mds, cex=1.6, col=as.integer(Daten.1$domain), pch=20)

plot(mds, cex=1.2, col=as.integer(Daten.1$type), pch=20,
lwd=1.4)

# these last three command lines generate the multidimensional scaling
and plot the corresponding graph according to domain and to text type,
respectively

library(scatterplot3d)

cl <- ifelse(Daten.1$type==’abstract’,’black’,’red’)
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# colors are defined, if abstract then black, otherwise red

scatterplot3d(M.pca$x[,1], M.pca$x[,3], M.pca$x[,2],
color=cl, pch=20, xlab="PC1", ylab="PC3", zlab="PC2")

# the 3d scatterplot is produced

legend(locator(1l),c("Abstracts","RAs") ,pch=c(20,20),col=c(1,2),
cex=0.8, bg="white")

cl2 <- as.integer(Daten.1$domain)

# colors are defined: computer science = 1, linguistics = 2, biology =
3; mechanical engineering = 4

scatterplot3d(M.pca$x[,1], M.pca$x[,3], M.pca$x[,2],
color=cl2, pch=20, xlab="PC1", ylab="PC3", zlab="PC2")

legend(locator(1l),c("Computer science","Linguistics",
"Biology",
"Mechanical Engineering"),pch=c(20,20,20,20,20),col=c(1,2,3,4),
cex=0.8, bg="white")
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